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Abstract— The generation and growing power of computer science have boosted data collection, storage, and manipulation 

as data sets are broad in size and complexity level. Internet of Things (IOT) is the most popular term in describing this new 

interconnected world. The massive data generated by the Internet of Things (IoT) are considered of high business value, and 

data mining algorithms can be applied to IoT to extract hidden information from data. As more and more devices connected 

to IoT, the latest algorithms should be applied to IOT. This paper explores a systematic review of various data mining 

models as well as its applications in the Internet of things along with its advantages and disadvantages. 

Keywords— Internet of things (IOT), Data mining, Applications of Data mining. 

I. INTRODUCTION 

The term Internet of Things is 16 years old. But the actual idea of connected devices had been around longer, at least since 

the 70s Back then, the idea was often called “embedded internet “or “pervasive computing”. But the actual term “Internet of 

Things” was coined by “Kevin Ashton” in 1999 during his work at Procter & Gamble. The internet was the hottest new trend 

in 1999 and because it somehow made sense, he called his presentation “Internet of things (IOT)”. The Internet of things 

describes the network of physical objects “things” that are embedded with sensors, software, and other technologies for the 

purpose of connecting and exchanging data with other devices and systems over the internet.  

One of the most valuable technologies is data mining. Data mining helps in discovering novel, interesting and potentially 

useful patterns from large data sets and applying algorithms to the extraction of hidden information. Data Mining began in 

the 1990s and is the process of discovering novel, interesting, and potentially useful patterns from large data sets and 

applying algorithms to the extraction of hidden information.  

In order to make IoT smarter, lots of analysis technologies are introduced into IoT; one of the most valuable technologies is 

data mining. Data mining overlaps with other fields like statistics, machine learning, artificial intelligence, databases but 

mainly it focuses on automation of handling large heterogeneous data, algorithm and scalability of number of features and 

instances research ions for in process of big data mining from IoT comes with its own set of challenges such as disparate 

datasets, large volumes of data, and the integrity of data sources. With the increasing popularity of IoT, new solutions and 

data mining algorithms are being developed to tackle such problems. [1,2] 

On the basis of the definition of data mining and the definition of data mining functions, a data mining process includes the 

following steps:  

• Data preparation: prepare the data for mining. It includes 3 steps: integrate data in various data sources and clean 

noise from the data; extract some parts of data into the data mining systems; pre-process the data to facilitate the 

data mining  

• Data Mining: apply algorithms to the data to find the patterns and evaluate patterns of discovered knowledge.  

Data presentation: visualize the data and represent mined knowledge to the user. 

Received: 7 June 2021/ Revised: 18 June 2021/ Accepted: 25 June 2021/ Published: 30-06-2021 
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FIGURE 1: Architecture for data mining process 

II. DATA MINING FUNCTIONALITIES 

There are number of Data mining functionalities, they include:  

 Characterization and discrimination  

 Mining of frequent patterns, associations, and correlations.  

 Classification and regression  

 Clustering analysis  

 Outlier analysis.  

The key contribution of this paper includes:  

 Introduction to IOT and Data mining.  

 Process of Data mining.  

 Functionalities of Data mining.  

 Applications of data mining techniques in IOT.  

 Advantages and Disadvantages 

 

FIGURE 2: Data transfer through Internet of things (IOT) 
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Data Mining through IOT is primarily used today by companies with a strong consumer for retail, financial, communication, 

and marketing organizations, to drill down into their transactional data and determine pricing, customer preferences and 

product positioning, impact on sales, customer satisfaction and corporate profits.  

With data mining, a retailer can use point-of-sale records of customer purchases to develop products and promotions to 

appeal to specific customer segments. [3,4] 

III. DATA MINING TECHNIQUES IN FRAUD DETECTION IN CREDIT-DEBIT CARD TRANSACTIONS 

Billions of dollars have been lost to the action of frauds. Traditional methods of fraud Detections are time consuming and 

complex. Data mining aids in providing meaningful patterns and turning data into information. Any information that is valid 

and useful is knowledge. A perfect fraud detection system should protect information of all the users. A supervised method 

includes collection of sample records. These records are classified fraudulent or non-fraudulent. A model is built using this 

data and the algorithm is made to identify whether the record is fraudulent or not. A fuzzy logic system incorporated the 

actual fraud evaluation policy using optimum threshold values. The result showed the chances of fraud and the reasons why 

an insurance claim is fraudulent. Another logic system used two approaches to imitate the reasoning of fraud experts, i) the 

discovery model, uses an unsupervised neural network to find the relationships in data and to find clusters, then patterns 

within the clusters are identified, and ii) the fuzzy anomaly detection model, which used Wang- Mendel algorithm to find 

how health care providers committed fraud against insurance companies. 

Classification techniques have proved to be very effective in fraud detection and therefore, can be applied to categorize 

crime data. The distributed data mining model (Chen et al. 1999) uses a realistic cost model to evaluate CART, and naïve 

Bayesian classification models. The method was applied to credit card transactions. The neural data mining approach uses 

rule-based association rules to mine symbolic data and Radial Basis Function neural network to mine analog data. The 

approach discusses the importance of use of non-numeric data in fraud detection. It was found that the results of 

association rules increased the predictive accuracy. The Bayesian Belief Network (BBN) and Artificial Neural Network 

(ANN) study used the STAGE algorithm for BBN in fraud detection and back propagation for ANN. The different types of 

fraud detection are: internal, insurance, credit card, and telecommunications fraud detection. [6] 

IV. BAYESIAN BELIEF NETWORK 

Bayesian Belief Networks provide a graphic model of causal relationships on which class membership probabilities are 

predicted, so that a given instance is legal or fraud. Naïve Bayesian classification assumes that the attributes of an instance 

are independent, given the target attribute. The aim is to assign a new instance to the class that has the highest posterior 

probability. The algorithm is very effective and can give better predictive accuracy when compared to decision trees and 

back propagation However, when the attributes are redundant, the predictive accuracy is reduced. For the purpose of fraud 

detection and we construct two Bayesian networks to describe the behaviour of auto insurance. First, a Bayesian network is 

constructed to model behaviour under the assumption that the driver is fraudulent (F) and another model under the 

assumption the driver is a legitimate user (NF). The „fraud net‟ is set up by using expert knowledge. The „user net‟ is set up 

by using data from non-fraudulent drivers.[7] 

During operation user net is adapted to a specific user based on emerging data. By inserting evidence in these networks (the 

observed user behaviour x derived from his toll tickets) and propagating it through the network, we can get the probability of 

the measurement x under two above mentioned hypotheses. This means, we obtain judgments to what degree observed user 

behaviour meets typical fraudulent or non-fraudulent behaviour. These quantities we call p(x|NF) and p(x|F). By postulating 

the probability of fraud P(F) and P(NF) = 1- P(F) in general and by applying Bayes‟ rule, we get the probability of fraud, 

given Journal of Digital Forensics, Security and Law, the measurement x,  

P(F|x) = P(F)p(x|F)/ p(x) 

Where, the denominator p(x) can be calculated as 

P(x) = P(F)p(x|F) + P(NF)p(x|NF) 

The chain rule of probabilities is: Suppose there are two classes C1, C2 for fraud and legal respectively. Given an instance X 

= (X1, X2, …, Xn) and each row is represented by an attribute vector A = (A1, A2, …, An) The classification is to derive the 

maximum P(Ci|X) which can be derived from Bayes‟ theorem as given in the following steps:  
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 P (fraud |X) = [P (fraud | X) P(fraud)] / P(X) P (legal |X) = [P (legal | X) P(legal)] / P(X)  

As P(X) is constant for all classes, only [P(fraud | X) P(fraud)] and [P(legal | X) P(legal)] need to be 

maximized.  

 The class prior probabilities may be estimated by:  

P(fraud) = si / s  

Here, s is the total number of training examples and si is the number of training examples of class fraud.  

 A simplified assumption of no dependence relation between attributes is made. Thus,  

P (X |fraud) = = n k 1 P (x k |fraud) and  

P (X |legal) = = n 1 P (x k |legal)  

The probabilities P (x1 |fraud), P (x2 |fraud) can be estimated from the training samples:  

P (x k |fraud) = si k / si 

Here, si is the number of training examples for class fraud and si k is the number of training examples of class with value x k 

for Ak.  

V. OUTPUT 

We present Bayesian learning algorithm to predict occurrence of fraud. Using the “Output” classification results for Table 1. 

there are 17 tuples classified as legal, and 3 as fraud. To facilitate classification, we divide the age of driver attribute into 

ranges. 

TABLE 1 

TRAINING SET 

 Name Gender Age_driver fault Driver_ rating Vehicle_ age Output 

1 David Okyere M 25 1 0 2 legal 

2 Beau Jackson M 32 1 1 5 fraud 

3 Jeremy Dejuan M 40 0 0 7 legal 

4 Robert Howard M 35 1 0.33 1 legal 

5 Crystal Smith F 22 1 0.66 8 legal 

6 Chibuike Penson M 36 0 0.66 6 legal 

7 Collin Pyle M 42 1 0.33 3 legal 

8 Eric Penson M 39 1 1 2 fraud 

9 Kristina Green F 29 1 0 4 legal 

10 Jerry Smith M 33 1 1 5 legal 

11 Maggie Frazier F 42 1 0.66 3 legal 

12 Justin Howard M 21 1 0 2 fraud 

13 Michael Vasconic M 37 0 0.33 4 legal 

14 Bryan Thompson M 32 1 0.33 4 legal 

15 Chris Wilson M 28 1 1 6 legal 

16 Michael Pullen M 42 1 0 5 legal 

17 Aaron Dusek M 48 1 0.33 8 legal 

18 Bryan Sanders M 49 1 0 3 legal 

19 Derek Garrett M 32 0 0 3 legal 

20 Jasmine Jackson F 27 0 1 2 legal 

X Crystal Smith F 31 1 0 2 ? 
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Table 1 shows the counts and subsequent probabilities associated with the attributes. With these simulated training data, we 

estimate the prior probabilities:  

The classifier has to predict the class of instance to be fraud or legal.  

P(fraud) = si / s = 3/20 = 0.15  

P(legal) = si / s =17/20 = 0.85  

TABLE 2 

PROBABILITIES ASSOCIATED WITH ATTRIBUTES 

Attribute Value 
Count Probabilities 

legal fraud legal Fraud 

Gender 
M 13 3 13/17 3/3 

F 4 0 4/17 0/3 

age driver 

(20, 25) 3 0 3/18 0 

(25, 30) 4 0 4/18 0 

(30, 35) 3 1 3/18 1/2 

(35, 40) 3 1 3/18 1/2 

(40, 45) 3 0 3/18 0 

(45, 50) 2 0 2/18 0 

fault 
0 5 0 5/17 0 

1 12 3 12/17 3/17 

driver rating 

0 6 1 6/17 1/3 

0.33 5 0 5/17 0 

0.66 3 0 3/17 0 

1 3 2 3/17 2/3 

 

By using these values and the associated probabilities of gender and driver age, we obtain the following estimates:  

P (X |legal) = 4/17 * 3/18 = 0.039  

  P (X |fraud) = 3/3 * 1/2 = 0.500  

Thus, Likelihood of being legal = 0.039*0.9=0.0351  

Likelihood of being fraud = 0.500 *0.1= 0.050  

We estimate P(X) by summing up these individuals‟ likelihood values since X will be either legal of fraud: 

 P(X) = 0.0351 + 0.050 = 0.0851  

Finally, we obtain the actual probabilities of each event:  

 P (legal | X) = (0.039 *0.9)/0.0851= 0.412 

 P (fraud |X) = (0.500 *0.1) / 0.0851= 0.588  

Therefore, based on these probabilities, we classify the new tuple as fraud because it has the highest probability. Since 

attributes are treated as independent, the addition of redundant ones reduces its predictive power. To relax this conditional 

independence is to add derived attributes which are created from combinations of existing attributes. Missing data cause 

problems during classification process. [8,9] 

Naïve Bayesian classifier can handle missing values in training datasets. To demonstrate this, seven missing values appear in 

dataset. The naïve Bayes approach is easy to use and only one scan of the training data is required. The approach can handle 

missing values by simply omitting that probability when calculating the likelihoods of membership in each class. Although 

the approach is straightforward, it does not always yield satisfactory results. The attributes usually are not independent. We 

could use subset of the attributes by ignoring any that are dependent on others. The technique does not handle continuous 
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data. Dividing the continuous values into ranges could be used to solve this problem, but the division of the continuous 

values is a tedious task, and this is done can impact the results. 

 

FIGURE 3: frequency distribution of legal and fraud transaction 

VI. RESEARCH ANALYSIS 

History shows that we have witnessed revolutionary changes in research. Data mining is helpful in data cleaning, data pre-

processing and integration of databases. The research can find any similar data from the database that might bring any change 

in the research. Identification of any co-occurring sequence and correlation between any activities can be known. Data 

visualization and visual data mining provide us with a clear view of data. Any technology available today has not reached its 

100 % capability. It always has a gap to go. So, we can say that data mining through the Internet of Things has a significant 

technology in a world that can help other technologies to reach its accurate and complete 100 % capability as well.  

6.1 Advantages of Mining through IOT:  

Data mining has a lot of advantages when using it in a specific industry. Besides those advantages, e.g., Privacy, security, 

and misuse of information. 

 

FIG 4: Industrial internet of things (IOT) 

Data mining through the internet of things facilitates the several advantages in day-to-day life in the business sector. 

Some of its benefits are given below:  

 Efficient resource utilization: If we know the functionality and the way that each device works, we 

definitely increase the efficient resource utilization as well as monitor natural. Minimize human effort: As the 

devices of data mining through IoT interact and communicate with each other and do a lot of tasks for us, then 

they minimize resources. The human effort.  

 Save time: As it reduces the human effort then it definitely saves out time. Time is the primary factor which 

can save data mining through IoT platforms.  

 Enhance Data Collection: Improve security: Now, if we have a system where all these things are 

interconnected then we can make the system more secure.  

6.2 Disadvantages of Data Mining through IOT:  

As the data mining through the Internet of things facilitates a set of benefits, it also creates a significant set of challenges. 

Some of the IoT challenges are given below:  
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 Security: As the data mining through IoT systems are interconnected and communicated over networks. The 

system offers little control despite any security measures, and it can lead the various kinds of network attacks. 

 Privacy: Even without the active participation of the user, the system provides substantial personal data in 

maximum detail. 

 Complexity: The designing, developing, and maintaining and enabling the large technology to system is quite 

complicated. 

 
FIG 5: IOT offers Security to the system 

VII. CONCLUSION 

The output counts subsequent probabilities associated with the attributes. With these simulated training data, we estimate the 

prior probabilities. With simulated training data, we estimate the prior probabilities in fraud detection. Finally, we obtain the 

actual probabilities of each event. Due to seamless integration of classical networks with IOT. It enables a great vision that 

all things can be easily monitored and controlled which results in voluminous data. As a vital improvement of the next age of 

internet, the internet of things pulls in numerous considerations by industry world and scholarly circles. This makes the issue 

of information mining in IOT turn into a test process. 
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Abstract— Autonomous vehicles are increasingly becoming ubiquitous in the 21st century; they find application in 

agriculture, industry, airplanes, cars, service robotics, and others; in order to display autonomous guidance, a vehicle needs 

to estimate its position and orientation relative to an arbitrary coordinate system; to do so, several sources of information 

can be used, including images, global positioning systems, inertial measurements or odometry, each according to the 

application; methods, such as Kalman Filter can be used to combine the several sources of information; however, the more 

accurate each source of information is, the better the estimation of vehicle position and orientation will be; therefore, the 

calibration of the parameters of the odometrical systems in autonomous terrestrial vehicles is a must; visual guidance is also 

an important technology used for vehicle guidance. In this paper, it is presented an off-line method for odometry calibration 

using a genetic algorithm and the fusion of odometry data with heading information from camera data; a particle filter is 

used to fuse the data from the optical encoder and the camera. This method was tested in an Automated Guided Vehicle 

(AGV) with tricycle topology, demonstrating high accuracy in position estimation and guidance through arbitrary paths. 

Keywords— Autonomous Guided Vehicle (AGV). 

I. INTRODUCTION 

Autonomous vehicles are a relatively new technology with hundreds of potential applications in many aspects of the human 

life [1]; they have the potential of becoming the everyday driver of the people, and also the automatic guided vehicles AGV 

of the new generation industrial plant, not requiring magnetic tracks under the floor to follow a predetermined path; they 

exhibit the capability of interpreting data from sensors to determine their current position with respect to a predefined 

coordinate frame, responding at any time to the question where am I? [2]; the pose of a vehicle is comprised of the x,y 

coordinates of its position plus the heading or yaw angle [x, y, Ɵ]. When two different sensors provide information from the 

same variable, it is necessary to decide at which extent one is more reliable than the other in order to provide a weighted 

estimate of the variable; such is the working of the Kalman Filter [3]. Sources of the same variable are, for instance, an 

inertial measurement unit (IMU) [4] providing yaw rate information -which integrated over time provides yaw angle- and 

optical encoder ticks which can be counted and the count converted into the yaw angle of the vehicle whose wheels they are 

attached to.  

A navigation strategy, or algorithm, is usually required to move the vehicle from one point to another; the navigation 

algorithm is fed with the current position and a next desired position, and its outputs convey the commands to motors in 

charge moving and steering the vehicle. Again, the accuracy of the movement of the vehicle depends on the accuracy of the 

pose estimation; this leads us to the conclusion that among the first work to be done is to accurately estimate the pose of 

vehicle in order to provide reliable autonomous guidance.  
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Odometry, refers to the measurement of the distance traveled by a wheel as it turns over the terrain; when it comes to 

vehicles, three and four wheeled vehicles use odometry in at least, two opposite wheels simultaneously. Usually, an optical 

encoder is used to measure, in ticks, the advance of the wheel; the encoder ticks can be easily converted to the distance 

traveled by the wheel using a simple formula that assumes the radius of the wheel to be constant; however, systematic and 

non-systematic factors contribute to provide errors in the measurement of the pose of the vehicle, including unequal wheel 

diameter, misalignment of wheels, limited encoder resolution, travel on uneven floors, wheel slippage, and others; therefore, 

it is necessary to calibrate the odometry minimizing the impact of the unwanted errors already mentioned.  

Visual odometry (VO) is the process of estimating the movement of a vehicle using images from a camera(s) attached to it; it 

is based on the incremental estimate of the position of the vehicle through examination of the changes in the images from 

onboard camera(s); like terrain odometry, VO needs to be calibrated; however, the advantage of VO with respect to terrain 

odometry is that it is not affected by wheel slippage or uneven terrain. In VO, the vehicle motion between the current and 

previous images is computed from monocular or stereo images [5]. The main components of a VO system are: image feature 

detection, feature matching, and motion estimation.  

Fusing data is the process of using noisy data from two or more sources related to one variable (one-dimensional) or more (n-

dimensional). Typical fusing data techniques are the Kalman Filter for linear and gaussian systems and its variants, Extended 

Kalman Filter and Unscented Kalman Filter, for non-linear system. Kalman Filters are a kind of stochastic observers [6]. 

Particle filters (PF) is another valuable technique for sensor fusion; PF are useful when dealing with non-linear systems.  

Visual odometry, Kalman filter and Particle filters (PF) are described elsewhere in the literature of the topic, therefore they 

will not be described here in more detail. 

II. SYSTEM DESCRIPTION 

In this research a tricycle topology vehicle was used. Here is described the architecture and operation principles of the 

approach presented in this paper for autonomous vehicle guidance; the proposed method is comprised of two stages: 

calibration (off-line) and operation. The calibration stage is depicted in figure 1. 

 

FIGURE 1: Off-line calibration 

Calibration stage. In this stage, two procedures are developed; the first is camera calibration; here, the extrinsic and intrinsic 

parameters are found using typical methods; the second procedure is odometry calibration; as mentioned earlier, the 

odometry is calibrated in an evolutionary manner using a genetic algorithm; details can be found in [7]; in brief, the steps for 

odometry calibration are:  

a) Data gathering: Consists of obtaining encoder pulses as the vehicle moves on predefined linear and curved paths; 

paths ranging from 1.5 to 3 meters are used and are very attractive when compared to more complex calibration 

paths presented in the literature [8]. Initial and final positions as well as encoder pulses are recorded.  

b) Evolutionary calibration: The data recorded is used in a genetic algorithm, whose parameters can be found in 

Table 1. The aim of using a genetic algorithm is to find the calibration constants [k1, k2] and separation between 

wheels b, which are part of the kinematic model that will be described here later.  

The parameters of the camera as well as the effective radius of the wheels are put together in a motion model, basically the 

kinematic model of the tricycle topology vehicle [9] and the camera model. It should be noticed that the modeling approach 

can be applied to other vehicle topologies.  

In the case of the camera model, it is required to compute only one parameter: the yaw angle; therefore, it is a partial visual 

odometry approach. This reduces the computational complexity of the image processing operation of the system. The 

algorithms related to the calibration state where developed using Matlab®. 
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TABLE 1 

GENETIC ALGORITHM PARAMETERS FOR ODOMETRY CALIBRATION.  

Parameter Value 

Population 50 individuals 

Mating Roulete 

Selection Elitist, 2 individuals 

Cross-point Scatter 

Mutation Gaussian 

Restrictions 
3.0e-4 < [k1, k2] < 4.5e-4 

0.35 > b > 0.39 (m) 

Goal To minimize pose error 

Stop criterion 150 generations 

 

The kinematic model of the tricycle topology is as follows:  

∆𝑠𝑙 =
2𝜋𝑟𝑙 .𝑝𝑙 𝑙

𝑅
= 𝑝𝑙𝑙 . 𝑘1          (1) 

∆𝑠𝑟 =
2𝜋𝑟𝑟 .𝑝𝑙𝑟

𝑅
= 𝑝𝑙𝑟 . 𝑘2          (2) 

∆𝜃 =  ∆𝑠𝑟 + ∆𝑠𝑙 . 𝑏          (3) 

∆𝑢𝑥,𝑦 =
∆𝑠𝑟+∆𝑠𝑙

2
           (4) 

𝜃1 = 𝜃0 +
∆𝜃

2
           (5) 

𝑥𝑘 = 𝑥𝑘−1 − ∆𝑢𝑥,𝑦 . 𝑠𝑖𝑛𝜃1          (6) 

𝑦𝑘 = 𝑦𝑘−1 − ∆𝑢𝑥,𝑦 . 𝑐𝑜𝑠𝜃1          (7) 

Where:  

𝑝𝑙𝑙 , Count of encoder pulses from the left, rear wheel.  

𝑝𝑙𝑟 , Count of encoder pulses from the right, rear wheel. 

k1, Odometric compensation constant of the left wheel.  

k2, Odometric compensation constant of the right wheel.  

R, Optical encoder resolution (pulses per revolution). 

2.1 Operation stage 

Figure 2 shows the operation stage; when tracking a specific path, the vehicle moves forward and produce encoder pulses 

from both rear wheels; at the same time, the camera captures images. From one current image and the previous, the digital 

image processing step computes  (the yaw angle). As can be seen, two versions of are at the disposal of the particle filter; 

each computation of the particle filter produce the estimated version [x‟, y‟‟], which is the best estimate (in an 

optimization sense) of the pose of the vehicle. 

 
FIGURE 2: Operation stage of the vehicle. 
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2.2 Implementation 

The system described in the previous section was implemented according to the following:  

Physical system: A three-wheeled vehicle, shown in Figure 3. Front wheel steering.  

Vehicle main-board: Jetson-nano, NVIDIA. With camera, artificial vision enabled.  

Software: Embedded linux. OpenCV.  

Control Systems: Microcontrollers and DSP based. Digital PID control.  

Motor: DC type, both motion and steering. 

 
FIGURE 3: Vehicle used showing the tricycle topology. 

III. RESULTS 

To test this approach to autonomous vehicle navigation, the odometry calibration was carried out using calibration 15 runs of 

trajectories similar to the one shown in Figure 4. The genetic algorithm produced k1=3.9447008587e-004, k2= 

3.9698427203e-004 and b= 0.3688034 as the calibrated parameters for the set of equations 8 through 7. The camera 

parameters are shown in the calibration matrix Q: 

𝑄 =  
436.5401 0 206.2603

0 436.0246 151.2045
0 0 2

         (8) 

To test the system a set of irregular shaped trajectories was designed and programmed to be followed by the vehicle; for 

comparison purposes, three scenarios were tested:  

a. Using uncalibrated odometry parameters,  

b. Using only calibrated odometry parameters, 

c. Using calibrated odometry and visual odometry with particle filter.  

The results of autonomous path tracking are shown in Table 2. Asterisks denote that the task could not be completed by the 

vehicle. The trials were executed in a controlled environment, with uneven floor but not abrupt changes. The error reported is 

the mean error value of 10 trials at each scenario. 

IV. DISCUSSION  

It is evident that the worst-case response was the one of no calibration at all. Here, the only trajectory completed by the 

vehicle was of 22 meters long, but with a large error, up to about 12%. This is due to the fact that uncalibrated data produce a 

rapidly growing accumulation of error. It was observed a variable deviation of the vehicle from the predefined trajectory, 

which implies that it is most likely the dominant error, was due to random or non-systematic errors.  

When using only terrain odometry calibrated parameters, a remarkable improvement was obtained, reducing the error 

dramatically with respect to the uncalibrated scenario; the computed calibration parameters using the genetic algorithm were 

capable of significantly reduce the error, although it is not clear at what extent the reduced error was of the type systematic or 

non-systematic. 
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FIGURE 4: Example of calibration trajectory 

TABLE 2 

RESULTS OBTAINED IN 4 TRAJECTORIES. 

Scenario Length (m) Absolute Error (%) 

Uncalibrated 

odometry 

22 12.242 

47 * 

100 * 

Odometry calibration only 

22 0.234 

47 0.333 

100 * 

Odometry calibration + VO + 

PF 

22 0.1025 

47 0.1236 

100 0.592 

 

Finally, the full approach introduced here clearly separates from the other two scenarios since the vehicle was capable of 

successfully complete a 100 meters long trajectory. When compared to the two previous scenarios it showed to be 

remarkable better. To ensure success of the PF, the calibration data was used to simulate it and varying levels of noise were 

introduced to both, the calibration data and a simulated version of the  yaw angle from the camera. Other approaches in 

literature reported similar results but using a more complex framework or tested on shorter trajectories. 

V. CONCLUSION 

This paper presents an approach to the problem of autonomous vehicle guidance; the use of optimization in a first stage of 

odometry calibration is one of major steps towards a real-world applicable system because it helped to reduce systematic and 

non-systematic errors, as seen in Table 2.  

Combining data from the odometry system and the camera with the particle filter, as shown in Figure 2, significantly 

supported the dramatic reduction in the percentage of error shown as compared to the simple use of odometry calibration. 

Although many sophisticated algorithms have been published in the past and recent years, including auto-calibration and 

pose, they are complex and computational expensive, a key difference with the approach presented here. It is not discarded as 

future work to include some continuous optimal calibration method during the operational stage of the vehicle.  

Finally, the goal of this project is to produce industrial grade AGV autonomous systems, so the efforts in such direction will 

continue from these research groups. 

Combining data from the odometry system and the camera with the particle filter, as shown in Figure 2, significantly 

supported the dramatic reduction in the percentage of error shown as compared to the simple use of odometry calibration. 

Although many sophisticated algorithms have been published in the past and recent years, including auto-calibration and 

pose, they are complex and computational expensive, a key difference with the approach presented here. It is not discarded as 

future work to include some continuous optimal calibration method during the operational stage of the vehicle.  

Finally, the goal of this project is to produce industrial grade AGV autonomous systems, so the efforts in such direction will 

continue from these research groups. 
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