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Abstract— We focused on the study of using math modeling and machine learning to do big data analysis, therefore to 

detect Credit card fraud, which is one of the serious issues in real life. In order to detect credit card fraud, after reviewed 

many recent research, we chose the most popular models among credit card fraud detection, which are Random Forest (RF), 

and ANN with multi-layers (DNN). We evaluated the accuracy and recall of these models in detecting credit card fraud with 

or without SMOTE, and found out that there is no significant improvement in the accuracy of these models with or without 

SMOTE training, but RF with SOMTE has a little bit vantage than others. There is a significant improvement in recall of 

these three models with SMOTE training. Especially, with SMOTE training, ANN or DNN is of better performance in the 

recall than RF. Therefore, we combine RF and DNN to generate a hybrid model so that it produces better stability in 

accuracy and recall. The study discovered that neural network models have greater potential for finding abnormal data in 

the big data stream. This has important guiding significance for what mathematical model that credit card companies use to 

monitor the cash flow and remind customers of the possible risk of credit card fraud. 

Keywords— Artificial Neural Network, Credit Card Fraud Detection, Hybrid Model, Random Forest, SMOTE. 

I. INTRODUCTION 

Credit cards are convenient to use and easy to carry. It not only supports off-line payment, but also online payment. With the 

development of internet technology, more and more people are using credit cards. Nowadays, most people choose to use 

credit cards for transactions. However, with the growth in the use of credit card transactions, credit card fraud is also on the 

rise.  

To reduce the growing number of credit card frauds, many methods have been developed to detect the fraud. Among them, 

machine learning models have been proved to be good solutions for credit card fraud detection. There are various machine 

learning models, either supervised or unsupervised, such as logistic regression, support vector machine (SVM), random 

forest (RF), k-nearest neighbor, and k-means clustering. Besides these models, Neural networks became popular in recent 

years, and it was proved to be powerful in many fields, including credit card fraud detection. In 2014, Sitaram patel and 

Sunita Gond found that the SVM algorithm with user profile instead of only spending profile can improve TP (true positive), 

TN (true negative) rate, and decreases the FP (false positive) & FN (false negative) rate [7]. In 2017, S. Akila and U. 

Srinivasulu Reddy analyzed the internal factors that affect the abnormal data found in the credit card transaction and tried to 

find a way to eliminate these factors. Simulation experiments proved that Non-overlapped Risk based Bagged Ensemble 

model (NRBE) can improve performances of 5% in terms of BCR and BER, 50% in terms of Recall and 2X to 2.5X times 

reduced cost [1]. Their research provided an idea for later research, that is, a new method can be used to re-sample existing 

historical data to generate more efficient training data, thereby improving the accuracy and recall of detecting credit card 

fraud. In 2019, Devi Meenakshi. B, Janani. B, Gayathri. S, and Mrs. Indira. N discovered that the RF can improve the 

Received: 23 July 2021/ Revised: 04 August 2021/ Accepted: 12 August 2021/ Published: 31-08-2021 
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accuracy of detecting fraud, even if some data has been missing or has not been scaled well. The RF algorithm will perform 

better with a larger number of training data, but speed during testing and application will suffer [6]. Simi M.J. evaluated three 

machine learning supervised algorithms: RF, SVM and ANN, and pointed out their respective pros and cons, and concluded 

that ANN has the best performance [4]. In 2020, Altyeb Altaher Taha and Sharaf Jameel Malebary explored a new 

algorithm-an optimized light gradient boosting machine (OLightGBM) to detect fraud in credit card transactions and used 

F1-score as an indicator to evaluate the quality of an algorithm [12]. In 2021, Asha RB and Suresh Kumar KR confirmed 

again that ANN machine learning algorithms are of better accuracy than the unsupervised learning algorithms [9].  

On the basis of summarizing previous studies, we evaluate the performance in detecting credit card fraud of three models: RF 

model, ANN model (with 1 hidden layer) and DNN model with or without SMOTE. It turns out that these three models with 

SMOTE are all of better performance than ones without SMOTE, and eventually we combine the results of RF and DNN 

models to produce a hybrid model with higher stability.  

II. DATA AND REQUIREMENTS  

2.1 Data Description  

The data set used is the Credit Card Fraud Detection data set from Kaggle. This data set contains credit card transactions in 

September 2013 in European. There are a total of 284,807 transactions in the data set, but only 492 of them are frauds. 

Features „V1‟, „V2‟, …, „V28‟ are the principal components obtained with Principal Component Analysis (PCA) in order to 

protect user privacy. These could be features that are potentially relevant to credit card transactions, such as gender, age, loan 

annuity, and income. The rest features are „Time‟, „Amount‟, and „Class‟. Feature „Time‟ contains the seconds elapsed 

between each transaction and the first transaction in the data set. Feature ‟Amount‟ is the transaction Amount. And feature 

„Class‟ is the response variable: 1 means this transaction is a fraud and 0 means it is not. Fig.1, Fig.2, Fig.3, Fig.4 are 

descriptions of the data. 

 

FIGURE 1: Data Description Part 1 

 

FIGURE 2: Data Description Part 2 
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FIGURE 3: Data Description Part 3 

 

FIGURE 4: Data Description Part 4 

2.2 Software and Package Requirements  

Below are software and packages to repeat the work in this paper.  

Programming language used: Python 

Python Packages and libraries used: 

 Numpy:  

numpy is a Python library used to deal with algebra operations. 

 Matplotlib:  

matplotlib is a Python library for plot. 

 Pandas:  

pandas is a Python library used to perform common statistical operations on data. 

 Imbalanced Learn:  

imbalanced-learn is a python package that offers a number of re-sampling techniques for imbalanced data. 

 Scikit Learn:  

scikit-learn is a python package that offers various statistical models and machine learning models. 
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III. METHODS AND MODELS 

3.1 Software and Package Requirements  

3.1.1 Synthetic Minority Over-sampling Technique 

Synthetic Minority Over-sampling Technique (SMOTE) is one of the re-sampling strategies for imbalanced data sets. It deals 

with the imbalance by over-sampling minority observations. In the credit card fraud detection problem, fraud cases are 

always much less than normal transactions. The normal over-sampling method takes random draws from the fraud cases and 

copies those observations to increase the amount of fraud samples. In this way, the model will be trained on a lot of 

duplicates. SMOTE, on the other hand, uses characteristics of nearest neighbors of fraud cases to create new synthetic fraud 

cases, and thus avoid duplicating observations. [5] 

3.1.2 Decision Tree 

Decision Tree is a type of supervised machine learning that can be used on both classification and regression problems. It is a 

structure that includes root node, leaf node & branch. Each internal node denotes a test on attribute, the outcome of the test 

denotes each branch and the class label is held by each leaf node. The root node is the topmost node in the tree. [2] 

3.1.3 Random Forest 

Random Forest (RF) is a model based on Decision Tree (CART). It is like applying Ensemble method to Decision Trees. RF 

builds multiple decision trees with different samples and initial variables. And the final prediction of RF combines the results 

of all the trees. [6] Every decision tree has high variance, but when we combine all of them together in parallel then the 

resultant variance is low as each decision tree gets perfectly trained on that particular sample data and hence the output does 

not depend on one decision tree but multiple decision trees. [8] The code to implement RF in this paper references Sharma‟s 

[10] and McKinney‟s [5] articles. 

3.1.4 Artificial Neural Network 

Artificial Neural Network (ANN) is a machine learning algorithm inspired by biological neural networks in human brains. In 

ANN, each node represents a perception in the neural network, and nodes are arranged in layers. This paper uses ANN with 

back propagation. The implementation of ANN references Sun‟s [11] article. 

3.2 Proposed System 

3.2.1 Description 

Ensemble methods are techniques that create multiple machine learning models and then combine them to produce improved 

results. The proposed system uses SMOTE as the re-sampling method to deal with imbalanced data. Then, the system 

combines the result of RF and ANN using Ensemble methods.  

3.2.2 Steps and Parameters 

Steps of the proposed model: 

 Drop Time column and scale the Amount columns in the data set.(columnsV1 to V28 are already processed with 

PCA)  

 Divide data set into training and testing  

 Apply SMOTE to the training data set 

 Define Random Forest 

 Define Deep Neural Network 

 Use Ensemble Methods to combine RF and DNN above  

 Train the proposed model 

 Predict the testing data set using trained model 
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Table 1 below presents some scikit-learn modules used in the above steps: 

TABLE 1 

SCIKIT LEARN MODULES USED 

Purpose Module 

Scaler StandardScaler 

Divide dataset train_test_split 

Apply SMOTE SMOTE 

Define Random Forest RandomForestClassifier 

Define ANN or DNN MLPClassifier 

Ensemble Methods VotingClassifier 

 

Table2 below presents the parameter values used in the proposed model:  

TABLE 2 

SOME PARAMETERS USED 

Parameter Value 

Random State 0 

Hidden layer sizes of DNN 
16, 20, 16, 20 

(nth number represent number of nodes in nth hidden layer) 

Activation Function logistic function 

Solver of DNN stochastic gradient descent 

Maximum number of iterations 500 

 

IV. EVALUATION 

4.1 Evaluation Metrics 

4.1.1 Confusion Matrix and Accuracy 

The following figure Fig.5shows the composition of the confusion matrix:  

 
True Condition 

Condition Positive Condition Negative 

Predicted Condition 
Predicted Condition Positive True Positive False Positive 

Predicted Condition Negative False Negative True Negative 

FIGURE 5: Confusion Matrix 

True Positive (TP): Cases that model correctly predict as fraud 

True Negative (TN): Cases that model correctly predict as non-fraud 

False Positive (FP): Cases of „false alarm‟. (Model predict it should be fraud, but actually not) 

False Negative (FN): Cases of fraud not caught by the model 

Accuracy is the fraction of transactions that were correctly classified. It is one of the most powerful and commonly used 

evaluation metrics.[3] It can be calculated from Confusion Matrix: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 +  𝑇𝑁)/ (𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁)  # 1  
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4.1.2 Precision and Recall 

Precision and Recall are two important evaluation metrics. Precision represents the fraction of actual fraud cases out of all 

predicted fraud cases. And Recall represents the fraction of predicted fraud cases out of all actual fraud cases. They can be 

calculated using confusion matrix: 

Precision: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒/ 𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 # 2  

Recall:  

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒/ 𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 # 3  

Although both Precision and Recall are equally important for balanced data, Recall is more important than Precision in 

Credit Card Fraud Detection. This is because False Negative is worse than False Positive in this problem. (False alarms do 

not cause much financial loss, but undetected fraud can) 

4.2 Model Performance 

Since Recall is more important than Precision in this problem, we will use Recall and Accuracy as evaluation metrics. 

Performance of RF without SMOTE: Performance of RF with SMOTE: 

  

FIGURE 6: Result of RF without SMOTE FIGURE 7: Result of RF with SMOTE 

Performance of 1 hidden layer ANN without SMOTE: Performance of 1 hidden layer ANN with SMOTE: 

  

FIGURE 8: Result of 1 hidden layer ANN without SMOTE 
FIGURE 9: Result of 1 hidden layer ANN without 

SMOTE 
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Comparison of models above: 

 

FIGURE 10: Comparison of models with and without SMOTE 

We can clearly see that by using the SMOTE method, recall is boosted a lot, especially for ANN. 

Performance of Deep Neural Network (DNN) (ANN with multiple hidden layer) with SMOTE: 

 

FIGURE 11: Result of deep neural network with SMOTE 
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Performance of proposed system: 

 

FIGURE 12: Result of proposed system 

Comparison of all models: 

  
FIGURE 13: Accuracy comparison FIGURE 14: Recall comparison 

 

We could see that our proposed model combines the advantages of RF and DNN. For the recall, it performs just a little below 

ANN, but much better than RF. For accuracy, its performance is really close to RF, but better than ANN. By doing some 

trade-off, we increase the False Negative by 1 but decrease False Positive by 203 compare to DNN. 

Based on the results, it is much better to use SMOTE than not to use SMOTE, especially considering the boost in Recall. 

And if you are interested in only Recall, DNN with SMOTE is a good model. If you are interested in Accuracy and Precision, 
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RF is better. And if you want a model with good performance on both Accuracy and Recall, the proposed model is the best 

choice. 

V. CONCLUSION 

In this research, we evaluated RF, 1 hidden layer ANN and DNN models with or without SMOTE. After comparison and 

analysis, we come to the following conclusions: 

1) No matter with or without SMOTE training, the accuracy of RF model is of a little bit vantage than ANN and DNN. 

2) With SMOTE training, the accuracy of RF, ANN and DNN are all improved, but the recall of ANN and DNN are all 

of better performance than RF. Especially DNN has better performance than ANN in both accuracy and recall. 

3) Based on optimal combination, we generate a hybrid model using RF and DNN with SMOTE training to build a 

stable performance in both accuracy and recall. 

In other words, we proposed a method for credit card fraud detection that is based on SMOTE, Ensemble Methods and some 

popular existing models. By comparing models with and without SMOTE, we show that applying SMOTE to deal with 

imbalanced data can increase the model performance. And then, we show that our proposed model is well suited for credit 

card fraud detection by comparing it to RF and ANN. RF shows its good performance on Accuracy and Precision, while 

ANN is better on Recall. The proposed model combines the advantages of these two models and provides high recall and 

high accuracy. 
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Abstract— Samples from petroleum contaminated soil of Eleme, Port Harcourt and from non petroleum contaminated soil, 

Awka, Nigeria serving as control were analyzed for heavy metals. The results of the analysis showed that the metals 

concentrations in mg/kg were Ni <0.05- 2.05, Cr 0.005- 0.37, Cd <0.005- 0.008, Zn 0.14 – 2.87 Pb <0.02- 0.19 Fe 12.32-

29.11, Mn < 0.008- 0.036, Se <0.001, as <0.001, and V <0.001. Majority of the metal concentrations were above those of 

the control. Though the values obtained did not exceed soil quality standards stipulated in the Environmental Management 

Regulations, 2007, the toxic metals could accumulate to a threatening level over a period of time. Food poisoning, 

occupational hazards and various disorders emanate from heavy load of toxic metals in our environment. 

Keywords— Heavy Metals as Contaminants, Petroleum Contaminated Soils, Port Harcourt, soil quality, toxic metals. 

I. INTRODUCTION 

Environmental pollution may result from industrial and commercial activities when substances resulting from these activities 

enter the environment and attain levels which may cause discomfort and / or harm to man and his environment (Udosen et al, 

1990). From the point of view of environmental pollution, metals may be broadly classified into three categories namely, 

non-toxic but accessible, toxic but non-accessible and toxic and accessible .It is the third category that has attracted more 

attention from the point of view of environmental pollution and public health (Dara, 2008).  

The toxic metals occur in very small quantities in the earth’s crust (less than 1000ppm) and hence are called “trace metals”. 

These are further arbitrarily subdivided on the basis of their densities. Those having densities below 5g/cm3 are called light 

metals and those with densities above 5g/cm3 are designated as heavy metals (Dara, 2008; Santra, 2005). The main threats to 

human health from heavy metal (HM) are associated with exposure to cadmium, lead, mercury and arsenic but additionally, 

there are other 19 elements known as heavy metals: antimony, bismuth, cerium, chromium, cobalt, copper, gallium, gold, 

iron, manganese, nickel, platinum, silver, tellurium, thalium, tin, uranium, vanadium and zinc (Fernandez-lugueno et 

al.,2013). Some heavy metals are essential for living organisms but high concentrations or accumulation in a physiological 

system is detrimental or injurious to health especially where such metals are found above maximum allowable levels (Hough 

et al., 1982; Nigerian Industrial Standard (NIS), 1983). Large amounts of any of them may cause acute or chronic toxicity 

referred to as poisoning (Kabata-Pendras and Mucherjee, 2007).Heavy metals accumulate in topsoil and at larger 

concentrations can poison important soil microbial groups, crops and food (Chaudri, 2001). In areas with high 

concentrations, metallic contamination of food and water probably led to the poisonings (Gilman et al., 1975). A disaster 

resulting from heavy metal contamination was the minamata disease in Japan caused by methyl mercury poisoning (Christian 

et al, 1974). The mercury poison was through food chain build-up which occurred in Japan’s minamata bay which received 

industrial waste containing mercury compounds. 

Moriber (1974) reported that the consumption of waste water from a mine which produced cadmium, zinc and lead resulted 

in rickets-like disease called itai-itia. 

Heavy metal toxicity can result in brain damage or the reduction of mental processes (Gaza et al.,2005) and central nervous 

function (Bouchard et al.,2011), lower energy levels (Holmstrup et al.,2011), damage to DNA (Jomova et al., 2011), 

alterations on the gene expression (Salgado-Bustamante et al., 2010) , Skin (Burger et al., 2007), muscle (Visnjic-jeftic et al., 
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2010), liver (Burger et al.,2007), heart (Otles and Cagindi,2010) and other vital organs for humans and other living 

organisms.  

Long term exposure to heavy metals may result in slowly progressing physical muscular and neurological degenerative 

processes that mimc Aizheimer’s disease, Parkinson’s disease, muscular dystrophy, multiple sclerosis (Jones and Miller, 

2008), gangrene, diabetes mellitus, hypertension and ischemic heart disease (Otles and Cagindi, 2010). Other consequences 

are allergies and cancer (Dietert and Piepenbrink, 2006). 

The emergence of the industrial age and large scale mining brought occupational diseases caused by various toxic metals. 

Metallic constituents of pesticides and therapeutic agents (e.g antimicrobials) were additional sources of hazardous exposure. 

The burning of fossil fuels containing heavy metals and the addition of tetra ethyl lead to gasoline has now made 

environmental pollution the major source of heavy metal poisoning (Gilman et al., 1975). Petroleum substances are 

contaminants that most frequently occur in the water-soil environment and can pollute environment through leaking 

pipelines, oil spill storage facilities, (Okop and Ekpo, 2012). Metals leached from eating utensils and cookware also increase 

the risk of heavy contamination (Gilman et al., 1975). Heavy metal contamination of urban top soil has been of great concern 

as regards to their harmfulness, persistence and non- degradability in the environment (Al-Chalabi and Hawker, 2000, 

Onianwa, 2001; Ameh, 2014). Unfavourable effects of high concentrations of heavy metals to soil functions, soil microbial 

community composition and microbial growth have long been distinguished under both field and laboratory conditions 

(Dara, 2018; Chaudri, 2001). 

Nature and Distribution levels of Toxic Metals in wastewater from some small scale business in Ibadan Metropolis has been 

conducted (Adejumobi, 2005). Crude oil contamination of soil occurs frequently in various ways and in certain areas. It will 

be of great value if the levels of toxic metals in the petroleum contaminated soils are established as these would serve as 

guide to control of this pollution and hence metal poisoning. 

II. MATERIALS AND METHODS 

2.1 Study Area 

Eleme coordinates are 4.7994oN, 7.1198o E. It is located at east of Port Harcourt and covers an area of 138km2. At 2006 

census, it had a population of 190,884. Precipitation in Port Harcourt averages 2708mm and the average annual temperature 

is 26.4oC. The average annual relative humidity is 71.0% (https//weather and climate.com). Awka is found in the south 

eastern part of Nigeria. It is the capital of Anambra State and is located on Latitude 6o09′N and Longitude 7o12′E. The 

climate is tropical with an annual rainfall of about 11,450mm, average temperature of 28oC and relative humidity of 91% at 

dawn (Nwangwu, 2015). 

2.2 Soil Sampling 

Composite samples of top soil more than 1kg were collected from six locations at o-12cm with the aid of a hand auger and 

measuring tape (Voutsa, 1996; Nwankwoala and Ememu, 2018). Five out of the six samples were petroleum contaminated 

soils from Eleme Port Harcourt Nigeria and one was non- petroleum contaminated soil from Awka Nigeria. The non-

petroleum contaminated soil was serving as control. Care was taken to wash and clean the auger before sampling each 

location in order not to contaminate the samples. The samples were transferred into pre-labeled polythene bags after which 

they were transported to the laboratory for preservation, digestion and analysis. 

2.3 Sample Preservation 

Samples were stored in the laboratory fridge at 4oC prior to digestion and analysis. 

2.4 Sample Digestion 

Conventional aqua regia digestion was performed in 250ml glass beakers covered with watch glasses. A well mixed sample 

of 0.5000g was digested in 12ml of aqua regia (3:1 mixture of HCl and HNO3 on a hot plate for 3hrs at 110oC. After 

evaporation to near dryness, the sample was diluted with 20ml of 2%(v/v) dilute nitric acid and transferred into a 100ml 

volumetric flask after filtering through Whatman No 42 paper and diluted to 100ml with DDW (Chen and Ma, 2001). 

2.5 Sample Analysis 

 Heavy metal contents of each digest were determined using an Atomic Absorption Spectrophotometer (Schimadzu AA 670) 

as described in APHA (2000). Soil sample was aspirated into an air/acetylene or nitrous oxide/acetylene flame generated by a 
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hollow cathode lamp at a specific wavelength peculiar only to the metal programmed for analysis. For each metal analyzed, 

standards and blanks were prepared and used for calibration before samples were aspirated. Concentration and specific 

absorbance appeared for each metal in each sample. The concentrations were recorded and printed out for all the samples. 

Limit of detection was set at <0.001mg/L. Metals determined from the soil samples were reported in mg/kg. 

III. RESULTS AND DISCUSSION 

Table 1 shows levels (mg/kg) of heavy metals in the various samples analyzed. 

TABLE 1 

METAL CONTENT OF SOIL SAMPLES IN MG/KG 

 V Ni Cr Cd Zn Pb Fe Se Mg Ca Mn As 

Sample A <0.001 <0.05 0.009 <0.005 2.70 <0.02 22.87 <0.001 0.86 0.18 0.008 <0.001 

Sample B <0.001 2.05 <0.05 <0.005 0.47 0.14 12.32 <0.001 0.31 0.14 0.011 <0.001 

Sample C <0.001 <0.05 0.010 <0.005 2.87 0.16 20.67 <0.001 0.11 0.11 0.036 <0.001 

Sample D <0.001 0.15 0.37 0.008 1.24 0.15 29.11 <0.001 0.09 0.04 0.008 <0.001 

Sample E <0.001 0.15 0.009 0.008 0.36 0.19 27.46 <0.001 0.25 0.17 0.009 <0.001 

Sample F <0.001 0.33 0.008 <0.005 0.29 0.14 21.64 <0.001 0.41 0.14 0.015 <0.001 

Sample G <0.001 0.57 0.008 <0.005 0.14 <0.02 15.61 <0.001 0.52 0.13 0.013 <0.001 

Soil Quality Standard 

(2007 ) 
- 100 100 1 150 200 - 20 - - 1800 1 

NESREA Draft 

Effluent Standard for 
Petroleum Based & 

Allied Chemical 

Industries (2007) 

- 0.5 0.1 0.5 2 0.5       

IV. CONCLUSION 

In order of decreasing magnitude, the average heavy metal content in the top soil samples are as follows: Fe (12.32-29.11)> 

Zn (0.14-2.87)>Ni (<0.05- 2.05)> Cr (<0.005-0.37)>Pb (<0.02-0.19)>Mn(<0.008-0.036)>Cd(<0.005-0.008)>V(<0.001), 

As(<0.001) and Se(<0.001). Majority of the metal concentrations were higher than control except Ni in samples A, C, D, E, 

F, Cr in sample B, Pb in sample A, Fe in sample B, Mn in samples A, D and E. All vanadium and arsenic concentrations fell 

below or equal to the detection limit. The average concentration of all the metals were compared with soil quality standards 

stipulated in the Environmental Management Regulations, 2007 and the results show that they were all within the standards. 

However, they could accumulate to a threatening level over a period of time (Gilman, 1975; Adejumobi, 2005). 
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