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Abstract—For four rotor helicopter system, the velocity parameter is important for stable real-time control, and the 

velocity is calculated by the IMU (Internal Measurement Unit) from the three-axis acceleration and gyro sensors.  

Since the IMU unit developed and designed for multi-purpose use, high-frequency range of the acceleration/gyro sensors 

information was used for estimating the velocity and it is afraid to do overestimation of the velocity especially when the 

drone collision against the wall (even with a slight contact) and the impact due to blasts. The result shows that the IMU unit 

calculated velocity was divergent 20 times from the real velocity measured from the camera on the ceiling even when low 

speed contact with a wall (25 cm/sec speed). When the estimated velocity parameter would be used for the position control 

and stabilizing of AR. Drone helicopter, it will be necessary to consider the problem of the estrangement of the velocity to 

develop the drone system for inspection at infrastructure equipment such as the bridge or tunnel. 
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I. INTRODUCTION 

In this paper, the velocity parameter obtained from the IMU (Internal Measurement Unit) in AR. Drone four rotor helicopter 

1.0 was measured and analyzed, and it was found that the velocity parameter was calculated as an estrangement fashion when 

the drone touch against a wall with a slight impact. The IMU is one of the standard equipment of the drone system, since the 

information of acceleration and gyro sensors is indispensable for real-time stable posture controlling [1-7]. In addition, the 

velocity parameter is also estimating at the same time in the IMU, and it was typically used for the "space position" 

controlling and stabilizing process for drone controlling [1,8-16]. Since the IMU is developed and designed for multi-purpose 

use, high-frequency range of the acceleration and gyro sensors information was used for estimating the velocity parameter 

and it is afraid to do overestimation of the velocity especially when the drone collides against object such as wall or tree 

branches (Fig.1).Also, impacts from wind flow blasts would be afraid to do overestimation of the velocity. The main object 

of this paper is to compare the real velocity value measured from the camera on the ceiling with the IMU output estimated 

velocity parameter in the 𝑥 − 𝑦space in the room (Fig.2) to confirm the effect of the overestimation of the velocity parameter 

by the IMU. 

 

FIG.1. IMPACTED BY BLASTS AND SLIGHT COLLISION TO OBJECT WOULD OCCURS FREQUENTLY WHILE 

INSPECTING BRIDGE OR TUNNEL BY USING A DRONE SYSTEM. 

Twenty percent of currently 730,000 bridges are under construction for more than 50 years in Japan [8].Many business 

operations of periodic inspection of the under bridge, inside tunnels and buildings are beginning to be tried [17-19]. Even if 
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the drone would be controlled by a human being, the flight by visual confirmation of man is difficult in the over 10 m long 

distance flight [2,3,8-10,20-23].In many cases, the periodic inspection of a bridge is necessary to operate in a place 200 m 

away, and it is impossible to remove the influence of contact and blasts around the four rotor machine that cannot be visually 

observed [1, 14, 17,18].  

II. PREVIOUS STUDY AND THE MATHEMATICAL BACKGROUND 

Four rotor helicopter system would not be included autonomous position controlling way as itself, and the positioning control 

is necessary for the space using InfraRed 3D cameras [3,12] or GPS sensor system [14, 18] to control the drone position [3, 

13-15, 24-27].In the InfraRed 3D camera, the precision of the position measurement is 1 mm order. However, the area of the 

using this method is within 10 m and the indoor situation only [2].On the other hand, if the drone would be controlled in the 

outdoor situation, the GPS signal can be used that there is no obstacles upper direction (sky) and movement direction. 

However, to use the drone for the periodic inspection of under the bridge or inside tunnels, the two approaches cannot be 

adopted since the instability of the GPS signal under these sites [17]. Also, in such situations of the long distance periodic 

inspection (such a case 200 m distance from the base), camera image feedback control (or by visual confirmation of man 

from the base point) is necessary.  

To realize stable flight control at the long-distance situation (over 10 m), the camera image feedback control would become 

important, on the other hand, autonomous flight stabilizing process using the IMU information would be more indispensable 

since slight touching to thin tree branches and impacts from wind flow blasts could not correctly confirm from the base point 

visually [3].To suppress the deviation of trajectory due to the disturbances such as wind flow, one of the main factors of the 

feedback control is velocity parameter 𝑣 . Equation of motion of the drone while floating was described as (not included four 

rotors depend on complex dynamics, simple one-mass equation of motion). 

𝑚𝑎 = 𝐹 = −𝑘𝑣 + 𝑓          (1) 

where 𝑚 is a mass, 𝑎  is the acceleration, 𝑣  is the velocity, 𝑘 is friction coefficient by air and 𝑓 is the external control input. In 

Eq.1, the term −𝑘𝑣  has movement vibration suppression influence as the friction, and it can stabilize the drone movement, 

but the effect is limited small since the 𝑘 is very small and unstable.  

To realize the stabilization, the effect of the D (differential) gain is typically used as below,  

𝑓 = −𝑘𝑑𝑣
𝑒               (2) 

where 𝑘𝑑  is constant feedback differential gain parameter, 𝑣𝑒     is estimated velocity calculated by the IMU. Generally, the real 

velocity 𝑣  and the estimated velocity 𝑣𝑒     (calculated value by the IMU) take same value under normal flight situation, and the 

term −𝑘𝑑𝑣
𝑒      affects the movement vibration suppression. The effect is typically large comparing with the air friction−𝑘. 

On the other hand, to calculate the estimated velocity𝑣𝑒     , the IMU have to estimate𝑣𝑒      by using two sensor outputs - the 

internal acceleration and gyro sensor. Since the IMU is developed and designed for multi-purpose use, high-frequency range 

of the acceleration and gyro sensors information is used for precise estimating of𝑣𝑒     . Especially, the high-frequency (few 

hundred hertz) information is indispensable to estimate it. But when the drone would collide with some slight touching to 

thin tree branches or impacts from blasts in the outdoor inspection works, there is a possibility that an unpredictable high-

frequency change of the acceleration and gyro sensors would distort the𝑣𝑒     . As a result, it is afraid to shift the velocity value 

especially when the drone collides against some object or would be impacted by blasts. 

III. METHOD 

In this experiment, AR. Drone 1.0 quad rotor model helicopter developed by Parrot Co. [28] was used. In Fig. 2, the aircraft 

is positioned at the center of the room (5×6 m square room, height is 2.4 m) and it flows automatically with the height of 0.6 

m from the ground. To control the movement of the aircraft, AR. Drone library for Processing named ARDroneForP5 as 

developed by Y.Shigeo [28] was used and it was connected to a PC with Wi-Fi network. The basic period of movement 

command transmission between the aircraft and the PC was about 99.6 msec (18.4 msec standard deviation S.D.). The 

estimated velocity 𝑣𝑒     can be measured from the internal IMU of the drone via the control library ARDroneForP5 with about 

10 Hz speed. 
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FIG.2. SIDE VIEW OF THE EXPERIMENTAL SETUP. AR.DRONE WAS CONTROLLED TO A CONSTANT VELOCITY 

MOVEMENT, AND COLLIDED WITH A WALL AT THE CONSTANT VELOCITY. THE REAL DRONE MOVEMENT 

VELOCITY WAS MEASURED BY A WEB CAMERA AT THE CEILING. 

Fig.3 shows a top view of the experimental setup. The real drone position in the 𝑥 − 𝑦 space (Fig.3) was measured by a web 

camera (BSW20KM11, 640×480, 60 fps, 130 deg visual angle, iBUFFALO Co.) attached to the ceiling of the room. The 

position discrimination was about 2 mm. To reduce measurement noise of the real velocity, a low pass filter was applied to 

the real velocity value calculated from the position data obtained at 60 Hz. Time constant was defined about 100 msec (10 

Hz).From the result of the drone position, the real velocity 𝑣  can be calculated.  

 

FIG.3. SETUP OF AR. DRONE COLLIDING EXPERIMENT TO A WALL WITH A CONSTANT VELOCITY 𝐯   (TOP 

VIEW). 

To compare the two velocity values while the collision, 𝑦 axis values of the velocity 𝑣  and 𝑣𝑒      were used in Fig.3. It were 

denoted as 𝑣𝑦  and 𝑣𝑦
𝑒  respectively. The drone's movement roll and pitch speed commands 𝑉𝑐𝑜𝑚𝑚𝑎𝑛𝑑

𝑟 = 𝑥axis, 𝑉𝑐𝑜𝑚𝑚𝑎𝑛𝑑
𝑝

=𝑦axis 

and the yaw (spin) control command 𝑉𝑐𝑜𝑚𝑚𝑎𝑛𝑑
𝑠 are determined. 

 

𝑉𝑐𝑜𝑚𝑚𝑎𝑛𝑑
𝑟 = 0

𝑉𝑐𝑜𝑚𝑚𝑎𝑛𝑑
𝑝

= 𝛾𝑝
𝑉𝑐𝑜𝑚𝑚𝑎𝑛𝑑
𝑠 = 0

           (3) 
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Where 𝛾𝑝  is constant value [2, 10, 20-22].  

IV. EXPERIMENT 

There are two phases of the movement control in the experiment. (1) Take off and 5 sec fixed point floating phase:  The 𝛾𝑝  

set as 0 before the drone take off. After the take-off, 5 sec normal flight (without any control of the drone) is implemented to 

stabilize the posture. Since the phase (1) was totally within 10 sec, there is slight yaw change (< 0.5 deg) and slight 

movement (< 15 cm) by the drone implemented posture control system. From the reason, we do not send any control 

commands to the drone while phase (1).  

(2) Constant velocity and backward (slowdown) control phase: Firstly, the𝛾𝑝set as 30 or 100 (max 100 in the ARDroneForP5 

library) as constant velocity movement (+𝑦 axis direction) after the phase (1). Next, when the drone is crossed the position of 

the camera on the ceiling, the constant velocity parameter 𝛾𝑝  is changed to -100, and the drone was tried to backward 

movement (−𝑦 axis direction) with the inertial motion continued. Since the positive velocity 𝑣𝑦  of the drone is continuously 

reducing while the backward control phase, the 𝑣𝑦  would pass through 0 and take negative value. In this phase (2), the drone 

would collide with the wall at a collision velocity, and the collision velocity 𝑣𝑦
𝑐mainly depends on the firstly set 𝛾𝑝  value (30 

or 100%). 

V. RESULT 

Figure 4 represents the result of comparison between the real velocity 𝑣𝑦of 𝑦axis in Fig.3 and the estimated velocity𝑣𝑦
𝑒of 𝑦 

axis obtained from the AR.Drone's IMU.  Horizontal axis means elapsed time 𝑡  [sec].In this experiment, the standard 

deviation (S.D.) of the real position of 𝑥 was measured as 6.7 cm while 2.3 m flight, and it means that there was little 

movement of 𝑥axis while the movement. Filled Square mark means the real velocity 𝑣𝑦  measured from the camera on the 

ceiling, and the white square mark is the estimated velocity 𝑣𝑦
𝑒  obtained from the AR.Drone's IMU in each time period [sec]. 

Two velocity transitions vary in coincidence, and the deviation (S.D. of 𝑣𝑦 − 𝑣𝑦
𝑒 ) was calculated as 23.4 cm/sec. 

 

FIG.4. COMPARISON BETWEEN THE REAL VELOCITY 𝐯𝐲 OF 𝐲 AXIS AND THE ESTIMATED VELOCITY 

𝐯𝐲
𝐞

OBTAINED FROM THE AR.DRONE'S IMU. THERE IS NO COLLISION CASE WITH THE WALL. HORIZONTAL 

AXIS REPRESENTS TIME [sec] 

Figure 5 represents the result of comparison between the real velocity 𝑣𝑦  of 𝑦 axis and the estimated velocity 𝑣𝑦
𝑒  of 𝑦 axis 

obtained from the AR.Drone's IMU when there is a slight collision with a wall. Even in this experiment, the two velocity 

transitions vary in coincidence, but in the timing of vertical dotted line (collision timing), the estimated velocity 𝑣𝑦
𝑒  suddenly 

transitioned to a high positive value (205 cm/sec) and it was decreasing and approaching to real velocity value 𝑣𝑦  with a 

large delay. Immediately after the collision, the real velocity was  𝑣𝑦=-10.0 cm/sec.In the timing of the collision, the real 

velocity 𝑣𝑦  takes about 25 cm/sec, and this velocity estrangement phenomenon was observed in almost all collisions. There is 

an over 20 times difference between the 𝑣𝑦
𝑒  and 𝑣𝑦  when the collisions (𝑣𝑦

𝑒 𝑣𝑦 =
205 𝑐𝑚/𝑠𝑒𝑐

10.0 𝑐𝑚/𝑠𝑒𝑐
 = 20.5). 
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FIG.5. COMPARISON BETWEEN THE REAL VELOCITY 𝐯𝐲OF 𝐲 AXIS AND THE ESTIMATED VELOCITY 𝐯𝐲
𝐞

 

OBTAINED FROM THE AR.DRONE'S IMU WHEN THE DRONE COLLIDES WITH THE WALL SOFTLY (ABOUT𝐯𝐲
𝐜
 

=25 CM/SEC) 

Figure 6 represents the result of comparison between the real velocity 𝑣𝑦and the estimated velocity 𝑣𝑦
𝑒  when the drone was 

collided to a wall with a high velocity (about 𝑣𝑦
𝑐=60 cm/sec). The two velocity transitions vary in coincidence basically until 

the collision timing (vertical dotted line), the estimated velocity 𝑣𝑦
𝑒  suddenly transitioned to a positive high value (maximum 

425 cm/sec) and it was decreasing and approaching to real velocity value 𝑣𝑦  with a large delay. The real velocity was 

measured as -5 cm/sec in the above timing. In the timing of the collision, the real velocity𝑣𝑦   takes about 60 cm/sec.  

 

FIG.6COMPARISON BETWEEN THE REAL VELOCITY 𝐯𝐲 OF 𝐲 AXIS AND THE ESTIMATED VELOCITY 𝐯𝐲
𝐞

 

OBTAINED FROM THE AR.DRONE'S IMU WHEN THE DRONE COLLIDES WITH THE WALL HARDLY (ABOUT𝐯𝐲
𝐜
 

=60 CM/SEC) 

From above three experiments, the estimated velocity 𝑣𝑦
𝑒  was estranged from the real velocity 𝑣𝑦after the collision timing 

with the wall. Maybe multiple causes are considerable to explain the phenomenon, however, if the drone use the 𝑣𝑦
𝑒  to 

stabilize the position movement that was discussed in section 2, the estrangement of the velocity would affect incorrect D 

gain feedback as denoted by Eq.2.  

VI. DISCUSSION 

The reason for the estrangement of the estimation velocity 𝑣𝑦
𝑒  would be induced by the velocity estimating algorithm 

implemented in the IMU. Since IMU is generally developed and designed for multi-purpose use, it would use high-frequency 
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range of the acceleration and gyro sensors information to estimate the velocity, and there is a problem that the influence of 

high-frequency information affecting to the velocity estimation would be unstable especially when the IMU is impacted by 

small tree branches collision or blasts to four rotors system. If the IMU does not use the high-frequency information, the 

precision of the estimated velocity would be reduced, and imprecision in the velocity estimation would make control of the 

spatial position of the four rotors system inaccurate (see Eq.2). To improve the accuracy of the spatial position control, high 

precision velocity estimation is necessary, the two factors are in a trade-off relationship and it would be difficult to analyze 

this trade-off problem. The estrangement of the estimation velocity is necessary to take care when the subject uses the 

estimation velocity factor to stabilize the AR. Drone 1.0 helicopter at least. 

VII. CONCLUSION 

In this paper, the velocity parameter obtained from the IMU (Internal Measurement Unit) in AR. Drone four rotor helicopter 

1.0 was measured and analyzed, and it was found that the velocity parameter was calculated as an overestimated fashion 

when the drone touch against the wall with a slight impact. For four rotors helicopter system, the velocity parameter is 

important for stable real-time control, and the velocity is generally calculated by the IMU (Internal Measurement Unit) from 

the three-axis acceleration and gyro sensors. The result shows that the IMU estimating velocity 𝑣𝑦
𝑒  was divergent 20 times 

from the real velocity 𝑣𝑦measured from the camera on the ceiling even when low speed contact with a wall (25 cm/sec 

speed). When the estimated velocity parameter would be used for the position control and stabilizing of AR. Drone 

helicopter, it will be necessary to consider the problem of the estrangement of the velocity to develop the drone system for 

inspection at infrastructure equipment such as the bridge or tunnel.  
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