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Abstractð We focused on the study of using math modeling and machine learning to do big data analysis, therefore to 

detect Credit card fraud, which is one of the serious issues in real life. In order to detect credit card fraud, after reviewed 

many recent research, we chose the most popular models among credit card fraud detection, which are Random Forest (RF), 

and ANN with multi-layers (DNN). We evaluated the accuracy and recall of these models in detecting credit card fraud with 

or without SMOTE, and found out that there is no significant improvement in the accuracy of these models with or without 

SMOTE training, but RF with SOMTE has a little bit vantage than others. There is a significant improvement in recall of 

these three models with SMOTE training. Especially, with SMOTE training, ANN or DNN is of better performance in the 

recall than RF. Therefore, we combine RF and DNN to generate a hybrid model so that it produces better stability in 

accuracy and recall. The study discovered that neural network models have greater potential for finding abnormal data in 

the big data stream. This has important guiding significance for what mathematical model that credit card companies use to 

monitor the cash flow and remind customers of the possible risk of credit card fraud. 

Keywordsð Artificial Neural Network, Credit Card Fraud Detection, Hybrid Model, Random Forest, SMOTE. 

I. INTRODUCTION  

Credit cards are convenient to use and easy to carry. It not only supports off-line payment, but also online payment. With the 

development of internet technology, more and more people are using credit cards. Nowadays, most people choose to use 

credit cards for transactions. However, with the growth in the use of credit card transactions, credit card fraud is also on the 

rise.  

To reduce the growing number of credit card frauds, many methods have been developed to detect the fraud. Among them, 

machine learning models have been proved to be good solutions for credit card fraud detection. There are various machine 

learning models, either supervised or unsupervised, such as logistic regression, support vector machine (SVM), random 

forest (RF), k-nearest neighbor, and k-means clustering. Besides these models, Neural networks became popular in recent 

years, and it was proved to be powerful in many fields, including credit card fraud detection. In 2014, Sitaram patel and 

Sunita Gond found that the SVM algorithm with user profile instead of only spending profile can improve TP (true positive), 

TN (true negative) rate, and decreases the FP (false positive) & FN (false negative) rate [7]. In 2017, S. Akila and U. 

Srinivasulu Reddy analyzed the internal factors that affect the abnormal data found in the credit card transaction and tried to 

find a way to eliminate these factors. Simulation experiments proved that Non-overlapped Risk based Bagged Ensemble 

model (NRBE) can improve performances of 5% in terms of BCR and BER, 50% in terms of Recall and 2X to 2.5X times 

reduced cost [1]. Their research provided an idea for later research, that is, a new method can be used to re-sample existing 

historical data to generate more efficient training data, thereby improving the accuracy and recall of detecting credit card 

fraud. In 2019, Devi Meenakshi. B, Janani. B, Gayathri. S, and Mrs. Indira. N discovered that the RF can improve the 
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accuracy of detecting fraud, even if some data has been missing or has not been scaled well. The RF algorithm will perform 

better with a larger number of training data, but speed during testing and application will suffer [6]. Simi M.J. evaluated three 

machine learning supervised algorithms: RF, SVM and ANN, and pointed out their respective pros and cons, and concluded 

that ANN has the best performance [4]. In 2020, Altyeb Altaher Taha and Sharaf Jameel Malebary explored a new 

algorithm-an optimized light gradient boosting machine (OLightGBM) to detect fraud in credit card transactions and used 

F1-score as an indicator to evaluate the quality of an algorithm [12]. In 2021, Asha RB and Suresh Kumar KR confirmed 

again that ANN machine learning algorithms are of better accuracy than the unsupervised learning algorithms [9].  

On the basis of summarizing previous studies, we evaluate the performance in detecting credit card fraud of three models: RF 

model, ANN model (with 1 hidden layer) and DNN model with or without SMOTE. It turns out that these three models with 

SMOTE are all of better performance than ones without SMOTE, and eventually we combine the results of RF and DNN 

models to produce a hybrid model with higher stability.  

II.  DATA AND REQUIREMEN TS  

2.1 Data Description  

The data set used is the Credit Card Fraud Detection data set from Kaggle. This data set contains credit card transactions in 

September 2013 in European. There are a total of 284,807 transactions in the data set, but only 492 of them are frauds. 

Features óV1ô, óV2ô, é, óV28ô are the principal components obtained with Principal Component Analysis (PCA) in order to 

protect user privacy. These could be features that are potentially relevant to credit card transactions, such as gender, age, loan 

annuity, and income. The rest features are óTimeô, óAmountô, and óClassô. Feature óTimeô contains the seconds elapsed 

between each transaction and the first transaction in the data set. Feature ôAmountô is the transaction Amount. And feature 

óClassô is the response variable: 1 means this transaction is a fraud and 0 means it is not. Fig.1, Fig.2, Fig.3, Fig.4 are 

descriptions of the data. 

 

FIGURE 1: Data Description Part 1 

 

FIGURE 2: Data Description Part 2 
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FIGURE 3: Data Description Part 3 

 

FIGURE 4: Data Description Part 4 

2.2 Software and Package Requirements  

Below are software and packages to repeat the work in this paper.  

Programming language used: Python 

Python Packages and libraries used: 

¶ Numpy:  

numpy is a Python library used to deal with algebra operations. 

¶ Matplotlib:  

matplotlib is a Python library for plot. 

¶ Pandas:  

pandas is a Python library used to perform common statistical operations on data. 

¶ Imbalanced Learn:  

imbalanced-learn is a python package that offers a number of re-sampling techniques for imbalanced data. 

¶ Scikit Learn:  

scikit-learn is a python package that offers various statistical models and machine learning models. 
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III.  METHODS AND MODELS 

3.1 Software and Package Requirements  

3.1.1 Synthetic Minority Over -sampling Technique 

Synthetic Minority Over-sampling Technique (SMOTE) is one of the re-sampling strategies for imbalanced data sets. It deals 

with the imbalance by over-sampling minority observations. In the credit card fraud detection problem, fraud cases are 

always much less than normal transactions. The normal over-sampling method takes random draws from the fraud cases and 

copies those observations to increase the amount of fraud samples. In this way, the model will be trained on a lot of 

duplicates. SMOTE, on the other hand, uses characteristics of nearest neighbors of fraud cases to create new synthetic fraud 

cases, and thus avoid duplicating observations. [5] 

3.1.2 Decision Tree 

Decision Tree is a type of supervised machine learning that can be used on both classification and regression problems. It is a 

structure that includes root node, leaf node & branch. Each internal node denotes a test on attribute, the outcome of the test 

denotes each branch and the class label is held by each leaf node. The root node is the topmost node in the tree. [2] 

3.1.3 Random Forest 

Random Forest (RF) is a model based on Decision Tree (CART). It is like applying Ensemble method to Decision Trees. RF 

builds multiple decision trees with different samples and initial variables. And the final prediction of RF combines the results 

of all the trees. [6] Every decision tree has high variance, but when we combine all of them together in parallel then the 

resultant variance is low as each decision tree gets perfectly trained on that particular sample data and hence the output does 

not depend on one decision tree but multiple decision trees. [8] The code to implement RF in this paper references Sharmaôs 

[10] and McKinneyôs [5] articles. 

3.1.4 Artificial Neural Network  

Artificial Neural Network (ANN) is a machine learning algorithm inspired by biological neural networks in human brains. In 

ANN, each node represents a perception in the neural network, and nodes are arranged in layers. This paper uses ANN with 

back propagation. The implementation of ANN references Sunôs [11] article. 

3.2 Proposed System 

3.2.1 Description 

Ensemble methods are techniques that create multiple machine learning models and then combine them to produce improved 

results. The proposed system uses SMOTE as the re-sampling method to deal with imbalanced data. Then, the system 

combines the result of RF and ANN using Ensemble methods.  

3.2.2 Steps and Parameters 

Steps of the proposed model: 

¶ Drop Time column and scale the Amount columns in the data set.(columnsV1 to V28 are already processed with 

PCA)  

¶ Divide data set into training and testing  

¶ Apply SMOTE to the training data set 

¶ Define Random Forest 

¶ Define Deep Neural Network 

¶ Use Ensemble Methods to combine RF and DNN above  

¶ Train the proposed model 

¶ Predict the testing data set using trained model 
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Table 1 below presents some scikit-learn modules used in the above steps: 

TABLE 1 

SCIKIT LEARN MODULES USED 

Purpose Module 

Scaler StandardScaler 

Divide dataset train_test_split 

Apply SMOTE SMOTE 

Define Random Forest RandomForestClassifier 

Define ANN or DNN MLPClassifier 

Ensemble Methods VotingClassifier 

 

Table2 below presents the parameter values used in the proposed model:  

TABLE 2 

SOME PARAMETERS USED 

Parameter Value 

Random State 0 

Hidden layer sizes of DNN 
16, 20, 16, 20 

(nth number represent number of nodes in nth hidden layer) 

Activation Function logistic function 

Solver of DNN stochastic gradient descent 

Maximum number of iterations 500 

 

IV.  EVALUATION  

4.1 Evaluation Metrics 

4.1.1 Confusion Matrix and Accuracy 

The following figure Fig.5shows the composition of the confusion matrix:  

 
True Condition 

Condition Positive Condition Negative 

Predicted Condition 
Predicted Condition Positive True Positive False Positive 

Predicted Condition Negative False Negative True Negative 

FIGURE 5: Confusion Matrix  

True Positive (TP): Cases that model correctly predict as fraud 

True Negative (TN): Cases that model correctly predict as non-fraud 

False Positive (FP): Cases of ófalse alarmô. (Model predict it should be fraud, but actually not) 

False Negative (FN): Cases of fraud not caught by the model 

Accuracy is the fraction of transactions that were correctly classified. It is one of the most powerful and commonly used 

evaluation metrics.[3] It can be calculated from Confusion Matrix: 

ὃὧὧόὶὥὧώ = (Ὕὖ +  Ὕὔ)/  (Ὕὖ +  Ὕὔ +  Ὂὖ +  Ὂὔ)  # 1  
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4.1.2 Precision and Recall 

Precision and Recall are two important evaluation metrics. Precision represents the fraction of actual fraud cases out of all 

predicted fraud cases. And Recall represents the fraction of predicted fraud cases out of all actual fraud cases. They can be 

calculated using confusion matrix: 

Precision: 

ὖὶὩὧὭίὭέὲ= ὝὶόὩὖέίὭὸὭὺὩ/ ὝὶόὩὖέίὭὸὭὺὩ+ ὊὥὰίὩὖέίὭὸὭὺὩ# 2  

Recall:  

ὙὩὧὥὰὰ= ὝὶόὩὖέίὭὸὭὺὩ/ ὝὶόὩὖέίὭὸὭὺὩ+ ὊὥὰίὩὔὩὫὥὸὭὺὩ# 3  

Although both Precision and Recall are equally important for balanced data, Recall is more important than Precision in 

Credit Card Fraud Detection. This is because False Negative is worse than False Positive in this problem. (False alarms do 

not cause much financial loss, but undetected fraud can) 

4.2 Model Performance 

Since Recall is more important than Precision in this problem, we will use Recall and Accuracy as evaluation metrics. 

Performance of RF without SMOTE: Performance of RF with SMOTE: 

  

FIGURE 6: Result of RF without SMOTE FIGURE 7: Result of RF with SMOTE 

Performance of 1 hidden layer ANN without SMOTE: Performance of 1 hidden layer ANN with SMOTE: 

  

FIGURE 8: Result of 1 hidden layer ANN without SMOTE 
FIGURE 9: Result of 1 hidden layer ANN without 

SMOTE 
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Comparison of models above: 

 

FIGURE 10: Comparison of models with and without SMOTE 

We can clearly see that by using the SMOTE method, recall is boosted a lot, especially for ANN. 

Performance of Deep Neural Network (DNN) (ANN with multiple hidden layer) with SMOTE: 

 

FIGURE 11: Result of deep neural network with SMOTE 
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Performance of proposed system: 

 

FIGURE 12: Result of proposed system 

Comparison of all models: 

  
FIGURE 13: Accuracy comparison FIGURE 14: Recall comparison 

 

We could see that our proposed model combines the advantages of RF and DNN. For the recall, it performs just a little below 

ANN, but much better than RF. For accuracy, its performance is really close to RF, but better than ANN. By doing some 

trade-off, we increase the False Negative by 1 but decrease False Positive by 203 compare to DNN. 

Based on the results, it is much better to use SMOTE than not to use SMOTE, especially considering the boost in Recall. 

And if you are interested in only Recall, DNN with SMOTE is a good model. If you are interested in Accuracy and Precision, 
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RF is better. And if you want a model with good performance on both Accuracy and Recall, the proposed model is the best 

choice. 

V. CONCLUSION 

In this research, we evaluated RF, 1 hidden layer ANN and DNN models with or without SMOTE. After comparison and 

analysis, we come to the following conclusions: 

1) No matter with or without SMOTE training, the accuracy of RF model is of a little bit vantage than ANN and DNN. 

2) With SMOTE training, the accuracy of RF, ANN and DNN are all improved, but the recall of ANN and DNN are all 

of better performance than RF. Especially DNN has better performance than ANN in both accuracy and recall. 

3) Based on optimal combination, we generate a hybrid model using RF and DNN with SMOTE training to build a 

stable performance in both accuracy and recall. 

In other words, we proposed a method for credit card fraud detection that is based on SMOTE, Ensemble Methods and some 

popular existing models. By comparing models with and without SMOTE, we show that applying SMOTE to deal with 

imbalanced data can increase the model performance. And then, we show that our proposed model is well suited for credit 

card fraud detection by comparing it to RF and ANN. RF shows its good performance on Accuracy and Precision, while 

ANN is better on Recall. The proposed model combines the advantages of these two models and provides high recall and 

high accuracy. 
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