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AbstracH We focused on the study of using math modeling and machine learning to do big data analysis, therefore to
detect Credit card fraud, which is one of the serious issues in real life. In order to detect credit card fraud, aftedreview
many recent researckye chose the most popular models among credit card fraud detection, which are Random Forest (RF),
and ANN with multlayers (DNN). We evaluated the accuracy and recall of these models in detecting credit card fraud with
or without SMOTE, and found out thiere is no significant improvement in the accuracy of these models with or without
SMOTE training, but RF with SOMTE has a little bit vantage than others. There is a significant improvement in recall of
these three models with SMOTE training. Especialith SMOTE training, ANN or DNN is of better performance in the
recall than RF. Therefore, we combine RF and DNN to generate a hybrid model so that it produces better stability in
accuracy and recallThe study discovered that neural network models hesater potential for finding abnormal data in

the big data streaniThis has important guiding significance for what mathematical model that credit card companies use to
monitor the cash flow and remind customers of the possible risk of credit card fraud
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l. INTRODUCTION

Credit cards are convenient to use and easy to carry. It not only suppdiris piiyment, but also online payment. With the
development ofnternet technology, more and more people are using credit cards. Nowadays, most people choose to use
credit cards for transactions. However, with the growth in the use of credit card transactions, credit card fraud tisealso on
rise.

To reduce the growg number of credit card frauds, many methods have been developed to detect the fraud. Among them,
machine learning models have been proved to be good solutions for credit card fraud detection. There are various machir
learning models, either supervised unsupervised, such as logistic regression, support vector machine (SVM), random
forest (RF), knearest neighbor, andrkeans clustering. Besides these models, Neural networks became popular in recent
years, and it was proved to be powerful in many $ieidcluding credit card fraud detection. In 2014, Sitaram patel and
Sunita Gond found that the SVM algorithm with user profile instead of only spending profile can improve TP (true positive),
TN (true negative) rate, and decreases the FP (false poditi/ (false negative) rate [7]. In 2017, S. Akila and U.
Srinivasulu Reddy analyzed the internal factors that affect the abnormal data found in the credit card transactiomoand tried
find a way to eliminate these factors. Simulation experiments proad\thnoverlapped Risk based Bagged Ensemble
model (NRBE) can improve performances of 5% in terms of BCR and BER, 50% in terms of Recall and 2X to 2.5X times
reduced cost [1]. Their research provided an idea for later research, that is, a new methagsedrtdessample existing
historical data to generate more efficient training data, thereby improving the accuracy and recall of detecting credit carc
fraud. In 2019, Devi Meenakshi. B, Janani. B, Gayathri. S, and Mrs. Indira. N discovered that the iRiproae the
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accuracy of detecting fraud, even if some data has been missing or has not been scaled well. The RF algorithm will perforr
better with a larger number of training data, but speed during testing and application will suffer [6]. Simi Maledatee
machine learning supervised algorithms: RF, SVM and ANN, and pointed out their respective pros and cons, and conclude
that ANN has the best performance [4]. In 2020, Altyeb Altaher Taha and Sharaf Jameel Malebary explored a new
algorithman opimized light gradient boosting machine (OLightGBM) to detect fraud in credit card transactions and used
Fl-score as an indicator to evaluate the quality of an algorithm [12]. In 2021, Asha RB and Suresh Kumar KR confirmed
again that ANN machine learninggatithms are of better accuracy than the unsupervised learning algorithms [9].

On the basis of summarizing previous studies, we evaluate the performance in detecting credit card fraud of three models: R
model, ANN model (with 1 hidden layer) and DNN mbagh or without SMOTE. It turns out that these three models with
SMOTE are all of better performance than ones without SMOTE, and eventually we combine the results of RF and DNN
models to produce a hybrid model with higher stability.

Il DATA AND REQUIREMEN TS

2.1 Data Description

The data set used is the Credit Card Fraud Detection data set from Kaggle. This data set contains credit card transactions
September 2013 in European. There are a total of 284,807 transactions in the data set, but only 49arefftheds.
Features O6V16, 06V206, €&, 060V2806 are the principal compone
protect user privacy. These could be features that are potentially relevant to credit card transactions, such as,deader, age
annui ty, and i ncome. The rest features are OTi med, 0 AT
bet ween each transaction and the first transaction in

6 C| asghe desponse variable: 1 means this transaction is a fraud and 0 means it is not. Fig.1, Fig.2, Fig.3, Fig.4 are
descriptions of the data.

Time Vi V2 V3 V4 V5 Vé v7 vs
count 284807.000000 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05
mean 94813.859575 3.918649e-15 5.682686e-16 -8.761736e-15 2.811118e-15 -1.552103e-15 2.040130e-15 -1.698953e-15 -1.893285e-16
std 47488.145955 1.958696e+00 1.651309e+00 1.516255e+00 1.415869e+00 1.380247e+00 1.332271e+00 1.237094e+00 1.194353e+00
min 0.000000 -5.640751e+01 -7.271573e+01 -4.832559e+01 -5.683171e+00 -1.137433e+02 -2.616051e+01 -4.355724e+01 -7.321672e+01
25% 54201.500000 -9.203734e-01 -5.985499e-01 -8.903648e-01 -8.486401e-01 -6.915971e-01 -7.682956e-01 -5.540759e-01 -2.086297e-01
50% 84692.000000 1.810880e-02 6.548556e-02 1.798463e-01 -1.984653e-02 -5.433583e-02 -2.741871e-01 4.010308e-02  2.235804e-02
75% 139320.500000 1.315642e+00 8.037239e-01 1.027196e+00 7.433413e-01 6.119264e-01 3.985649e-01 5.704361e-01 3.273459e-01
max 172792.000000 2.454930e+00 2.205773e+01 9.382558e+00 1.687534e+01 3.480167e+01 7.330163e+01 1.205895e+02 2.000721e+01
FIGURE 1: Data Description Part 1
Vo vio0 Vi1 vi2 Vi3 vi4 Vi5 V16 V17
2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05

-3.147640e-15

1.098632e+00

-1.343407e+01

-6.430976e-01

-5.142873e-02

5.971390e-01

1.559499e+01

1.772925e-15

1.088850e+00

-2.458826e+01

-5.354257e-01

-9.291738e-02

4.539234e-01

2.374514e+01

9.289524e-16

1.020713e+00

-4.797473e+00

-7.624942e-01

-3.275735e-02

7.395934e-01

1.201891e+01

-1.803266e-15

9.992014e-01

-1.868371e+01

-4.055715e-01

1.400326e-01

6.182380e-01

7.848392e+00

1.674888e-15

9.952742e-01

-5.791881e+00

-6.485393e-01

-1.356806e-02

6.625050e-01

7.126883e+00

1.475621e-15

9.585956e-01

-1.921433e+01

-4.255740e-01

5.060132e-02

4.931498e-01

1.052677e+01

FIGURE 2: Data Description Part 2

3.501098e-15

9.153160e-01

-4.498945e+00

-5.828843e-01

4.807155e-02

6.488208e-01

8.877742e+00

1.392460e-15

8.762529e-01

-1.412985e+01

-4.680368e-01

6.641332e-02

5.232963e-01

1.731511e+01

-7.466538e-16
8.493371e-01
-2.516280e+01
-4.837483e-01
-6.567575e-02
3.996750e-01

9.253526e+00
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vig V19 V20 v21 va2 Va3 V24 V25 V26

2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05 2.848070e+05
4.258754e-16  9.019919e-16  5.126845e-16  1.473120e-16  8.042109e-16  5.282512e-16  4.456271e-15  1.426896e-15  1.701640e-15
8.381762e-01  8.140405e-01  7.709250e-01  7.345240e-01  7.257016e-01  6.244603e-01 6.056471e-01  5.212781e-01  4.822270e-01
-9.498746e+00 -7.213527e+00 -5.449772e+01 -3.483038e+01 -1.093314e+01 -4.480774e+01 -2.836627e+00 -1.029540e+01 -2.604551e+00
-4.988498e-01 -4.562989e-01 -2.117214e-01 -2.283949e-01 -5.423504e-01 -1.618463e-01 -3.545861e-01 -3.171451e-01 -3.269839%-01
-3.636312e-03  3.734823e-03 -6.248109e-02 -2.945017e-02  6.781943e-03 -1.119293e-02 4.097606e-02  1.659350e-02 -5.213911e-02
5.008067e-01 4.589494e-01  1.330408e-01  1.863772e-01 5.285536e-01 1.476421e-01  4.395266e-01 3.507156e-01  2.409522e-01

5.041069e+00 5.591971e+00 3.942090e+01 2.720284e+01 1.050309e+01 2.252841e+01 4.584549e+00 7.519580e+00 3.517346e+00

FIGURE 3: Data Description Part 3

va27 va2s Amount Class

2.848070e+05 2.848070e+05 284807.000000 284807.000000

-3.662252e-16  -1.217809e-16 88.349619 0.001727
4.036325e-01  3.300833e-01 250.120109 0.041527
-2.256568e+01 -1.543008e+01 0.000000 0.000000
-7.083953e-02 -5.295979e-02 5.600000 0.000000
1.342146e-03  1.124383e-02 22.000000 0.000000
9.104512e-02  7.827995e-02 77.165000 0.000000
3.161220e+01 3.384781e+01  25691.160000 1.000000

FIGURE 4. Data Description Part 4
2.2 Software and Package Requirements
Below are software and packages to repeat the work in this paper.
Programming language used: Python
Python Packages and libraries used:
T Numpy:
numpy is a Python library used to deal with algebra operations.
1 Matplotlib:
matplotlib is a Python library for plot.
1 Pandas:
pandas is a Python library used to perform comntatisical operations on data.
1 Imbalanced Learn:
imbalancedearn is a python package that offers a number-sérepling techniques for imbalanced data.

1 Scikit Learn:

scikit-learn is a python package that offers various statistical models and maeinimeg models.
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. METHODS AND MODELS
3.1 Software and Package Requirements
3.1.1 Synthetic Minority Over -sampling Technique

Synthetic Minority Oversampling Technique (SMOTE) is one of theseempling strategies for imbalancegta sets. It deals

with the imbalanceby oversampling minority observations. In the credit card fraud detection problem, fraud cases are
always much less than normal transactions. The normalsavepling method takes random draws from the fraud cases and
copies those observations to increéise amount of fraud samples. In this way, the model will be trained on a lot of
duplicates. SMOTE, on the other hand, uses characteristics of nearest neighbors of fraud cases to create new synthetic fra
cases, and thus avoid duplicating observatioijs. [5

3.1.2 Decision Tree

Decision Tree is a type of supervised machine learning that can be used on both classification and regression prablems. It is
structure that includes root node, leaf node & branch. Each internal node denotes a test on attributemihefoiltedest
denotes each branch and the class label is held by each leaf node. The root node is the topmost node in the tree. [2]

3.1.3 Random Forest

Random Forest (RF) is a model based on Decision Tree (CART). It is like applying Ensemble method to TrecisidRF

builds multiple decision trees with different samples and initial variables. And the final prediction of RF combinedtthe resu

of all the trees. [6] Every decision tree has high variance, but when we combine all of them together in par#tel the
resultant variance is low as each decision tree gets perfectly trained on that particular sample data and hence teg output dc
not depend on one decision tree but multiple decission t
[ 10] and McKinneyb6s [5] articles.

3.1.4 Atrtificial Neural Network

Artificial Neural Network (ANN) is a machine learning algorithm inspired by biological neural networks in human brains. In
ANN, each node represents a perception in the neural network, andaneagesanged in layers. This paper uses ANN with
back propagation. The i mplementation of ANN references

3.2 Proposed System
3.2.1 Description

Ensemble methods are techniques that create multiple machine learning models and then combine them to produce improv
results. The proposed system uses SMOTE as tisameling method to deal with imbalanced data. Then, the system
combines the result offiRand ANN using Ensemble methods.

3.2.2 Steps and Parameters
Steps of the proposed model:

1 Drop Timecolumn and scale th&mountcolumns in the data set.(colunvisto V28 are already processed with
PCA)

Divide data set into training and testing

Apply SMOTE tothe training data set

Define Random Forest

Define Deep Neural Network

Use Ensemble Methods to combine RF and DNN above

Train the proposed model

=A =/ =4 =4 -4 -a -

Predict the testing data set using trained model
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Tablel below presents some scikétarn modules used in theave steps:

TABLE 1
SCIKIT LEARN MODULES USED

Purpose

Module

Scaler

StandardScaler

Divide dataset

train_test_split

Apply SMOTE SMOTE
Define Random Forest RandomForestClassifier
Define ANN or DNN MLPClassifier

Ensemble Methasl

VotingClassifier

Table2 below presents the parameter values used in the proposed model:

TABLE 2
SOME PARAMETERS USED
Parameter Value
Random State 0
16, 20, 16, 20

Hidden layer sizes of DNN

(n™ number represent number of nodes'frhidden layer)

Activation Function

logistic function

Solver of DNN

stochastic gradient descent

Maximum number of iterations

500

V. EVALUATION

4.1 Evaluation Metrics

4.1.1 Confusion Matrix and Accuracy

The followingfigure Fig.5shows the composition of the confusion matrix

True Condition

Condition Positive Condition Negative

Predicted Condition

Predicted Condition Positive

True Positive False Positive

Predicted Condition Negative

False Negative True Negative

FIGURE 5:; Confusion Matrix

True Positive (TP): Cases that model correctly predict as fraud

True Negative (TN): Cases that model correctly predict asnaoml

Fal se Positive (FP): Cases

o ffraud,foat bcwialynat) ar mé6. ( Model

False Negative (FN): Cases of fraud not caught by the model

Accuracy is the fraction of transactions that were correctly classified. It is one of the most powerful and commonly used

evaluation metrics.[3] It can be calculated fr@onfusion Matrix:

BGHi G = ("B + "B) (B + B + D + D) # 1
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4.1.2 Precision and Recall

Precision and Recall are two important evaluation metrics. Precision represents the fraction of actual fraud cases out of a

predicted fraud case8nd Recall represents the fraction of predicted fraud cases out of all actual fraud cases. They can be
calculated using confusion matrix:

Precision:

01 QI = "YODEI"GAQ "YODE "GOO+ "G DEi'GAQ# 2
Recall:

YQExn= "YODENAOQ Y ODEN GO+ @il ‘D 'QABQQ# 3

Although both Precision and Recall are equally important for balanced data, Recall is more important than Precision in
Credit Card Fraud Detection. This is becabatse Negative is worse than False Positive in this problem. (False alarms do
not cause much financial loss, but undetected fraud can)

4.2 Model Performance

Since Recall is more important than Precision in this problem, we will use Recall and Accuracyasavaletrics.

Performance of RF without SMOTE:

Performance of RF with SMOTE:

the Model used is Random Forest without SMOTE
The accuracy is 0.9995084442259752

The recall is 0.7619047619047619

The precision is 0.9411764705882353
Confusion matrix:

[[85289 71

[ 35 112]]

Fraud Confusion matrix

80000
70000
Not Fraud
60000

50000

Tue label

40000
30000
Fraud £ 112 20000

10000

=3 -3
> S
<«

Predicted label

the Model used is Random Forest with SMOTE
The accuracy is 0.9995201479348805
The recall is 0.8095238095238095
The precision is 0.9015151515151515
Confusion matrix:

[[85283 13)]

[ 28 119]]

Fraud Confusion matrix
80000
70000

Not Fraud
60000

50000

40000

TFue label

30000

Fraud 2 19 20000

10000

n\.q(b &
&
Predicted label

FIGURE 6: Result of RF without SMOTE

FIGURE 7: Result of RF with SMOTE

Performance of 1 hidden layer ANN without SMOTE:

Performance of 1 hidden layer ANN with SMOTE:

the Model used is 1 layer Artificial Neural Network without SMOTE
The accuracy is 0.9988998513628969
The recall is 0.43537414965986393
The precision is 0.8533333333333334
Confusion matrix:
[[85285 11]
[ 83 6471)

Fraud Confusion matrix

80000

70000

Not Fraud 1

60000
50000
40000

Tue label

30000

Fraud B 4 20000

10000

$ p
N K
<« &
&
Predicted label

the Model used is 1 layer Artificial Neural Network with SMOTE
The accuracy is 0.9924277003382372

The recall is 0.8639455782312925

The precision is 0.16843501326259946
Confusion matrix:

[[84669 627]

[ 20 127])

Fraud Confusion matrix

80000
70000
Not Fraud 60000
50000

40000

Fue label

30000

Fraud 2 127 20000
10000
» >
<& &
&

Predicted label

FIGURE 8: Result of 1 hidden layer ANN without SMOTE

FIGURE 9: Result of 1 hidden layer ANN without
SMOTE
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Comparison of models above:

10 4 N Accuracy
mm Recall
05 -
7]
=
O o5
)
n
=
[
=
7]
02 -
0.0 -
5 = 5 =
=] o [ =)
= = = =
[Fa] uw u u
5 £ 5 £
= = = =
= = = =
= E = =
i o = <L
u e = =
£ E T =
3 5 £
E = = -
= =3 —
=)
=
Models

FIGURE 10: Comparison of models with and without SMOTE
We can clearly see that by using the SMOTE method, recall is boosted a lot, especially for ANN.

Performance of Deep Neural Network (DNN) (ANN with multiple hidden layer) with SMOTE:

the Model used is Deep Neural Network without SMOTE
The accuracy is 0.9961260723523284
The recall is 0.8639455782312925
The precision is 0.2899543378995434
Confusion matrix:
[[84985 311]
[ 20 12711

Fraud Confusion matrix
80000

70000

Not Fraud 311

60000
50000

- 40000

Tue label

- 30000

Fraud 20 127 I 20000

10000

Predicted label

FIGURE 11: Result of deep neural network with SMOTE
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Performance of proposed system:

the Model used is Proposed Model with SMOTE
The accuracy is 0.9984902215512096
The recall is 0.8571428571428571
The precision is 0.5384615384615384
Confusion matrix:

[[85188 108]

[ 21 126711

Fraud Confusion matrix

80000
70000
Not Fraud 108
60000
T 50000
n
w 40000
=
30000
Fraud 21 126 20000
10000
s3 D
> o
30 <«
QP

Predicted label

FIGURE 12 Result of proposed system

Comparison of all models:

1000 0.900

0.875

0.850

0.825

0.800

Accuracy
Recall

0775

0.750

0.725

0.700 -

1 layer ANN with SMOTE
DMNMN with SMOTE
1 layer ANN with SMOTE
DMNMN with SMOTE

w
=
o
=
w
b=
E
i
z
£
E
o
=
1=
2

Proposed Model with SMOTE
Random Forest with SMOTE

Proposed Model with SMOTE

Models Models
FIGURE 13: Accuracy comparison FIGURE 14: Recall comparison

We could see that our proposed model combines the advantages of RF and DNN. For the recall, it performs just a little belov
ANN, but much better than RF. For accuracy,pésformance is really close to RF, but better than ANN. By doing some
tradeoff, we increase the False Negative by 1 but decrease False Positive by 203 compare to DNN.

Based on the results, it is much better to use SMOTE than not to use SMOTE, espasidlgrong the boost in Recall.
And if you are interested in only Recall, DNN with SMOTE is a good model. If you are interested in Accuracy and Precision,
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RF is better. And if you want a model with good performance on both Accuracy and Recall, the pnopdsles the best
choice.

V. CONCLUSION

In this research, we evaluated RFhidden layelANN and DNN models with or without SMOTE. After comparison and
analysis, we come to the following conclusions:

1) No matter with or without SMOTE training, the accuracy of RF model is of a little bit vantage thamAdNMNNN.

2) With SMOTE training, the accuracy of RF, ANN and DNN are all improved, but the recall of ANN and DNN are all
of better performance than RF. Esialy DNN has better performance than ANN in both accuracy and recall.

3) Based on optimal combination, we generate a hybrid model using RF and DNN with SMOTE training to build a
stable performance in both accuracy and recall.

In other words, we proposed athod for credit card fraud detection that is based on SMOTE, Ensemble Blatttbsome

popular existing models. By comparing models with and without SMOTE, we showphing SMOTE to deal with
imbalanced data can increase the model performance. Andwe show that our proposed model is well suited for credit
card fraud detection by comparing it to RF and ANN. RF shows its good performance on Accuracy and Precision, while
ANN is better on Recall. The proposed model combines the advantages of thesedels and provides high recall and

high accuracy.
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