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Abstract— Identification of lncRNA-protein interactions is important for understanding the biological functions and 

molecular mechanisms of lncRNAs. In this study, we proposed a computational model for predicting lncRNA-protein 

interactions based on Graphlet interactions to find potential LPIs (GILPI). First, five LPI datasets were collected. Second, 

vector features of lncRNAs and proteins were extracted from the sequence data by pyfeat and BioTriangle, respectively. Third, 

these features were subjected to Pearson's correlation coefficient to calculate the similarity between lncRNAs and the similarity 

between proteins. Fourth, the Jaccard similarity between lncRNAs and proteins was calculated based on the LPI network, and 

then the corresponding Pearson similarity and Jaccard similarity were taken as the average value of the final lncRNA-lncRNA 

similarity and protein-protein similarity to construct the network. Finally, lncRNA-protein classification prediction was 

performed on both networks. Comparing GILPI with five state-of-the-art LPI prediction methods through 5-fold cross-

validation, the results show that the GILPI prediction model has strong LPI classification performance. The case studies show 

that there may be interactions between NONHSAT021830 and Q9H9S0, n385685 and Q07955, and NONHSAT098243 and 

P25490.The novelty of GILPI is that it integrates the two similarities to construct a network, and then utilizes Graphlet 

interactions on the network to directly and indirectly link the features to mine out potential features, thus greatly improving 

the performance of the model.  
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I. INTRODUCTION 

1.1 Motivation: 

Long non-coding RNAs (lncRNAs) are transcripts composed of more than 200 nucleotides but lack coding capabilities [1]. 

lncRNAs play key roles in biological processes such as gene expression regulation, epigenetic regulation, and cell 

differentiation [2].  

For example, HOXA-AS2 and SNHG12 in lncRNAs have been identified as potential therapeutic targets and biomarkers for 

human cancers [3]. DLEU1 is closely related to colorectal cancer through activation of KPNA3, the expression of HOTAIR is 

elevated in lung cancer, and ZFAS1 is closely related to the chemosensitivity of cervical cancer cells [4]. In summary, more 

and more experiments have confirmed that lncRNAs are tumor-related biomolecules. However, to date, the relationship 

between lncRNAs and known tumor suppressor entities remains largely elusive. There is evidence that lncRNAs exert their 

biological functions through binding to RNA-binding proteins. Therefore, identifying potential lncRNA-protein interactions 

(LPIs) contributes to understanding many important biological processes and the treatment of various complex diseases. 
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1.2 Related Work: 

Identifying lncRNA-protein interactions (LPIs) generally adopts two methods: experimental methods and computational 

methods. In experimental methods, biologists initially detect lncRNA-protein interactions through bioexperiments, such as 

RNA pulldown [5], RNA binding protein immunoprecipitation (RIP) [6], etc. However, this method is time-consuming and 

wasteful of resources. Gradually, people explore potential LPIs with computational methods, mainly divided into machine 

learning-based methods and network-based methods. 

Machine learning-based methods mainly describe lncRNA-protein pairs by selecting features of lncRNAs and proteins, and 

use the extracted features as input to train a supervised learning model to identify potential LPIs. Liu et al.[7], Zhang et al.[8], 

Ma et al.[9] explored the neighborhood regularized logistic matrix decomposition method, graph regularized nonnegative 

matrix factorization model, and projection-based neighborhood nonnegative matrix factorization method (PMKDN), 

respectively.  

Network-based methods usually construct some associated networks of lncRNAs or proteins, and then design a network 

algorithm to calculate the probability or score of interaction between lncRNAs and proteins. Zhao et al.[10] and Ge et al.[11] 

designed two recommendation algorithms based on bipartite networks to score each lncRNA-protein pair. Jia[12] et al. 

proposed a multifeature fusion method based on linear neighborhood propagation to calculate the linear neighborhood 

similarity of feature space and predict the results through label propagation. 

Computational methods can effectively discover many potential relationships between lncRNAs and proteins. However, most 

machine learning-based LPI prediction methods are measured on a single dataset, which may lead to prediction bias. Secondly, 

cross-validation is performed in the case of lncRNA-protein pairs, ignoring the performance under other cross-validations. 

Network-based methods cannot find possible potential associated proteins or lncRNAs for a single lncRNA or protein. 

1.3 Research Contributions 

In this paper, we developed a network-based LPI prediction model, GILPI, to predict the interaction relationships between 

lncRNAs and proteins. The GILPI model integrates the bioinformatics of lncRNAs and proteins, Pearson similarity, Jaccard 

similarity, and Graphlet interactions into a unified prediction framework to identify potential LPIs. The main contributions of 

this work are as follows: 

1) It reasonably integrates a variety of biological characteristics of lncRNAs and proteins, including 13 types for 

lncRNAs and 14 types for proteins, enabling a more effective description of lncRNA-protein pairs. 

2) It creates networks of lncRNAs and proteins composed of Pearson similarity and Jaccard similarity, and utilizes 

Graphlet interactions on these networks to classify and predict unknown lncRNA-protein pairs. 

3) By leveraging the direct and indirect connections of Graphlet interactions, it deeply mines the hidden features 

between lncRNA-protein pairs, thereby enhancing the predictive performance of GILPI. 

II.  MATERIALS AND METHODS 

2.1 Data Preparation: 

2.1.1 Dataset Acquisition: 

In this paper, we have compiled five datasets related to LPI. Datasets 1, 2, and 3 contain human LPI data, while Datasets 4 and 

5 contain plant LPI data. Dataset 1 is provided by Li et al. [13]. After removing lncRNAs and proteins with unknown sequence 

information from NPInter[14], NONCODE[15], and UniProt[16], we obtained 3,479 known associations from 935 lncRNAs 

and 59 proteins. Dataset 2 was constructed by Zheng et al. [17]. After similar preprocessing to Dataset 1, we filtered out 3,265 

known associations from 885 lncRNAs and 84 proteins. Dataset 3 was constructed by Zhang et al. [18]. and contains 4,158 

interactions from 990 lncRNAs and 27 proteins. Datasets 4 and 5 are from Arabidopsis thaliana and maize, respectively. The 

former contains 948 interactions from 109 lncRNAs and 35 proteins, while the latter contains 22,133 associations from 1,704 

lncRNAs and 42 proteins. The sequence data was extracted from the PlncRNADB database [19], and the interaction data was 

obtained from http://bis.zju.edu.cn/PlncRNADB/. The five data details are shown in Table 1: 
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TABLE 1 

LPI DATA 

Dataset lncRNAs Protein LPIs 

Data1 935 59 3479 

Data2 885 84 3265 

Data3 990 27 4158 

Data4 109 35 948 

Data5 1704 42 22133 

 

We represent the LPI network as a matrix Y, where elements contain: 

𝑦(𝑖, 𝑗) = {
1， If lncRNA interacts with protein

0， Other
       (1) 

2.1.2 Feature of lncRNAs: 

After obtaining the sequence information for the five datasets, we selected 13 features to describe lncRNAs, which are as 

follows: zCurve, gcContent, atgcRatio, cumulativeSkew, pseudoKNC, monoMonoKGap, mono-DiKGap, monoTriKGap, 

diMo-noKGap, diDiKGap, diTriK-Gap, triMonoKGap, and tri-DiKGap. The corresponding features were extracted using the 

Pyfeat [20] Python tool, resulting in a 14,892-dimensional vector. 

2.1.3 Feature of Proteins 

To describe the biological information of proteins, we selected 14 features, which are as follows: amino acid composition, 

dipeptide composition, tri-peptide composition, CTD composition, CTD transition, CTD distribution, M-B autocorrelation, 

Moran autocorrelation, Geary autocorrelation, conjoint triad features, quasi-sequence order descriptors, sequence order 

coupling number, pseudo amino acid composition 1, and pseudo amino acid composi-tion 2. Features generated by BioTriangle 

[21] can effectively distinguish the captured amino acid information. In this study, we utilized the BioTriangle software to 

extract protein features, resulting in a 10,029-dimensional vector. 

2.2 Overview of GILPI: 

In this study, we created a framework for the LPI prediction model GILPI that integrates Pearson similarity, Jaccard similarity, 

and Graphlet interactions to classify unknown lncRNA-protein pairs. The following figure describes the GILPI framework. 

In Fig. 1, the lncRNA-lncRNA Pearson similarity network, protein-protein Pearson similarity network, lncRNA-lncRNA 

Jaccard similarity network, protein-protein Jaccard similarity network were obtained after putting the lncRNA vectors and the 

protein vectors through the Pearson similarity and Jaccard similarity calculations. Then the lncRNA-lncRNA similarity 

network was constructed by adding the lncRNA-lncRNA Pearson similarity and lncRNA-lncRNA Jaccard similarity and taking 

the mean value, respectively. The protein-protein similarity network was constructed after summing protein-protein Pearson 

similarity, protein-protein Jaccard similarity and taking the mean value. 

Next, the number of Graphlets is traversed on the lncRNA-lncRNA similarity network and the protein-protein similarity 

network to train the model. This process yields the weight coefficient 𝑉𝐿 for the lncRNA similarity network and the weight 

coefficient 𝑉𝑃 for the protein similarity network. Subsequently, the scores for the test set and the candidate set are calculated 

to determine the relationships between lncRNAs and proteins. 
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FIGURE 1: Framework of GILPI 

2.3 Network Construction 

2.3.1 Construction of lncRNA-lncRNA Pearson Similarity Network 

We used the 14,892-dimensional vectors extracted with the Pyfeat Python tool to calculate the Pearson similarity between 

lncRNAs using the Pearson correlation coefficient. This resulted in an lncRNA-lncRNA Pearson similarity network. The 

formula is as follows: 

𝜌𝑥,𝑥1
=

𝑐𝑜𝑣(𝑥,𝑥1)

𝜎𝑥𝜎𝑥1
           (2) 

Where 𝑥 and 𝑥1represent different lncRNAs, 𝑐𝑜𝑣(𝑥, 𝑥1) is the covariance between two lncRNAs, and 𝜎𝑥𝜎𝑥1 are the standard 

deviations of the two lncRNAs. The value of 𝜌𝑥,𝑥1
 ranges from -1 to 1, with values less than 0 indicating negative correlation 

and values greater than 0 indicating positive correlation. The Pearson similarity network for lncRNAs in the five datasets was 

calculated using this formula. 

2.3.2  Protein-protein Pearson similarity network construction: 

In order to construct the Pearson similarity network between proteins, we use 10029-dimensional vectors extracted by 

BioTriangle software and also go through the Pearson correlation coefficient to calculate the Pearson similarity between two 

proteins two by two to get the protein-protein Pearson similarity network. The formula is the same as shown in (3) above.Just 

where 𝑥 and 𝑥1denote different proteins respectively, 𝑐𝑜𝑣(𝑥, 𝑥1) is the covariance between two proteins, and𝜌𝑥,𝑥1
 is the 

standard deviation between two proteins.  

2.3.3  Calculation of lncRNAs and protein Jaccard similarity: 

In order to fully explore the biological properties of lncRNAs and proteins, this paper not only used the Pearson correlation 

coefficient to calculate the similarity between lncRNAs and lncRNAs and between proteins and proteins, but also introduced 

the Jaccard similarity to measure the relationship between lncRNAs and lncRNAs and between proteins and proteins. 

Jaccard similarity is a popular approximation metric for calculating the similarity between two objects. It can be used to find 

the similarity between two asymmetric binomial vectors or to find the similarity between two sets. Jaccard coefficient is usually 

used between texts that are sequence order insensitive. The higher the value of Jaccard coefficient, the more similar the samples 

are. In LPI network, based on known lncRNAs and proteins, we calculated lncRNA-lncRNA similarity and protein-protein 

similarity by using Jaccard similarity principle. jaccard coefficient is defined as the size of intersection of the sample sets 

divided by the size of the merged set. For example, 𝐿𝑖 and 𝐿𝑗are two lncRNA datasets. The Jaccard similarity between any two 

sets of lncRNAs is calculated as follows: 

𝐽(𝐿𝑖，𝐿𝑗) =
|𝐿𝑖∩𝐿𝑗|

|𝐿𝑖𝑈𝐿𝑗|
          (3) 
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The Jaccard similarity of proteins was calculated identically to lncRNA. 

2.3.4 lncRNAs and protein similarity network construction: 

The lncRNA-lncRNA Pearson similarity and protein-protein Pearson similarity were obtained by Pearson correlation 

calculation, and the lncRNA-lncRNA Jaccard similarity and protein-protein Jaccard similarity were obtained by Jaccard 

calculation, and then the lncRNA-lncRNA Pearson similarity was added, lncRNA-lncRNA Jaccard similarity and protein-

protein Pearson similarity, protein-protein Jaccard similarity were averaged after addition to get the final lncRNA-lncRNA 

similarity network, protein-protein similarity network. 

2.4 Introduction to Graphlet and Graphlet Interaction: 

Graphlets are small non-isomorphic connected subgraphs, and a complete large network is composed of Graphlets. In this 

paper, we only consider Graphlets with no more than 4 nodes, as shown in Fig2 below. In the figure, from G1 to G9 are the 9 

types of the corresponding Graphlet, the nodes in the Graphlet occupy different positions called self-isomorphic orbits, and the 

nodes on the same self-isomorphic orbit have the same local topological features in the Graphlet, and there are 15 self-

isomorphic orbits for these 9 types of Graphlets. 

 

FIGURE 2: Graphlet diagram 

Graphlet interaction describes the relationship between 2 nodes. There is a Graphlet interaction between two nodes in the same 

Graphlet, when there is a Graphlet interaction between node i and node j of graph H, the following equation is satisfied: 

∃𝐺 ⊆ 𝐻，𝑎𝑛𝑑 i ∈ 𝐺，𝑗 ∈ 𝐺          (4) 

Where G is a Graphlet in the graph H and V (G) is the set of nodes of G. 

In Fig 3 below, the black and light green nodes represent nodes i and j with Graphlet interactions. therefore, different types of 

relationships exist between two nodes based on their different self-isomorphic orbits. Different types of relationships between 

two nodes are called Graphlet interaction isomers. For example, Graphlet interaction isomers 𝐼2、𝐼3and 𝐼4. nodes i and j are in 

different self-isomorphic orbits and are viewed as different Graphlet interaction isomers. graphlet interactions are a vector, 

where each element denotes the number of corresponding Graphlet interaction isomers. graphlet interaction vector has 28 

elements corresponding to 28 Graphlet interaction isomers. In this paper, only Graphlet interactions with no more than 4 nodes 

are considered, and there are a total of 28 Graphlet interaction isomers, labeled 𝐼1to 𝐼28. 

 

FIGURE 3: Graphlet interactions 
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2.5 Graphlet interaction computation: 

Denote the graph H by the adjacency matrix A=（𝑎𝑖𝑗）. in the graph, 𝑎𝑖𝑗=1 if there is an edge between node i and node j, and 

𝑎𝑖𝑗=0 if there is no edge connecting node i and node j. In the calculation of Graphlet interactions between nodes i and j, the 

number of isomers 𝐼𝑘 is calculated as follows in Eq: 

𝑁𝑖𝑗(𝐼𝑘) = ∑ ∑ 𝑏𝑖𝑗𝑏𝑖𝑙𝑏𝑖𝑚𝑏𝑗𝑙𝑏𝑗𝑚𝑏𝑙𝑚𝑚∈𝑉(𝐺)𝑙∈𝑉(𝐺)        (5) 

To make the above equation clearer, b is a variable and is calculated as follows: 

𝑏(𝑖, 𝑗) = {
𝑎𝑠𝑡， s and t are linked in 𝐼𝑘

1 − 𝑎𝑠𝑡， s and t are not linked in 𝐼𝑘

       (6) 

In the above equation, 𝑁𝑖𝑗(𝐼𝑘)denotes the number of isomers 𝐼𝑘between nodes i and j. l and m denote the other 2 nodes other 

than nodes i and j. i, j, 𝑙, and 𝑚 are unequal. The above equation calculates the total number of isomers from node i to j. The 

higher the number of isomers 𝐼𝑘, the closer the relationship between node i and node j is indicated. 

Since formula (5) is time consuming to compute, plus in practice isomers are computed from vectors of adjacency matrices 

such as 𝑎𝑖 and 𝑎𝑗, so formula (5) can be rewritten as: 

𝑁𝑖𝑗(𝐼𝑘) = 𝑎𝑖 ∗ 𝑎𝑗           (7) 

where ∗ denotes the inner product of the two vectors 𝑎𝑖 and 𝑎𝑗. 

Graphlet has directionality. When calculating the Graphlet interactions of two nodes i and j, the Graphlet interactions from 

node i to node j are not equal to the Graphlet interactions from node j to node i. The Graphlets have symmetry. However, 

Graphlets have symmetry, such as𝐼3 and 𝐼4, 𝐼17 and 𝐼22 in Fig3. where 𝑁𝑖𝑗(𝐼3)=𝑁𝑖𝑗(𝐼4) means that the 3rd element of the 

Graphlet interaction vector from node i to node j is equal to the 4th element of the Graphlet interaction vector from node j to 

node i. 

2.6 Sorting LPIs for unknown associations based on Graphlet interaction scores 

Graphlet interactions were used to categorize LPIs, and PLIs with unknown associations were sorted based on Graphlet 

interaction scores. The higher the score, the more closely the LPI in which the lncRNA is likely to be related to the protein. 

Below is the formula for calculating the Graphlet interaction score in the protein-protein similarity network: 

𝑆𝑗 = ∑ 𝑣𝑘 ∑ 𝑛𝑜𝑟𝑚 (𝑁𝑖𝑗(𝐼𝑘))𝑖∈𝑃𝑘          (8) 

In the above equation, 𝑆𝑗 denotes the protein-to-protein fraction in the network, P denotes the set of points with known 

associations for a particular class of proteins, 𝑣𝑘 denotes the corresponding weight coefficients, and 𝑛𝑜𝑟𝑚 (𝑁𝑖𝑗(𝐼𝑘)) denotes 

the Graphlet interactions normalized from node i to node j. The normalization formula is as follows: 

𝑛𝑜𝑟𝑚 (𝑁𝑖𝑗(𝐼𝑘)) =
𝑁𝑖𝑗(𝐼𝑘)

𝑁𝑖(𝐼𝑘)
          (9) 

Where 𝑁𝑖𝑗(𝐼𝑘) denotes the number of Graphlet interaction isomers𝐼𝑘 between node i to node j, and 𝑁𝑖(𝐼𝑘) is the total number 

of Graphlet interaction isomers 𝐼𝑘 between node i to all other nodes. 𝑁𝑖(𝐼𝑘) is calculated as follows: 

𝑁𝑖(𝐼𝑘) = ∑ 𝑁𝑖𝑗(𝐼𝑘)𝑗∈𝐶           (10) 

Where C denotes the set of unknown associations of a certain protein. 

The weight 𝑣𝑘 in Eq. (8), we use linear regression to calculate. In order to validate the performance of the proposed algorithmic 

model in this paper, we divide the data into training set and test set. The training set is put through regression to get the weights, 

and then the test set is used to validate the algorithmic model. 

Rewrite equation (8) as: 

𝑆𝑗 = ∑ 𝑣𝑘𝑥𝑗𝑘𝑘            (11) 

where 𝑥𝑗𝑘 is calculated by the following equation: 
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𝑥𝑗𝑘 = ∑ 𝑛𝑜𝑟𝑚 (𝑁𝑖𝑗(𝐼𝑘))𝑖∈𝑃          (12) 

At the time of training data, 𝑆𝑗 and 𝑥𝑗𝑘 in Eq. (11) are known, so it is possible to calculate 𝑣𝑘, which is given below: 

𝑉 = (𝑋𝑋𝑇)−1𝑋𝑆           (13) 

Similarly, in the lncRNA network, the lncRNA-to-lncRNA Graphlet interaction score is given by: 

𝑆𝑖 = ∑ 𝑣𝑘 ∑ 𝑛𝑜𝑟𝑚 (𝑁𝑖𝑗(𝐼𝑘))𝑗∈𝑅𝑘          (14) 

In Eq. 𝑆𝑖 denotes the lncRNAs to lncRNAs score, R denotes the set of points with known associations for a particular type of 

lncRNA, 𝑣𝑘 denotes the corresponding weight coefficients, and 𝑛𝑜𝑟𝑚 (𝑁𝑖𝑗(𝐼𝑘)) denotes the node i to node j normalized 

Graphlet interaction. Similarly, Eq. (14) can be rewritten as: 

𝑆𝑖 = ∑ 𝑣𝑘𝑥𝑖𝑘𝑘            (15) 

The following equation calculates 𝑥𝑖𝑘: 

𝑥𝑖𝑘 = ∑ 𝑛𝑜𝑟𝑚 (𝑁𝑖𝑗(𝐼𝑘))𝑗∈𝑅          (16) 

Finally, the protein-to-protein fraction 𝑆𝑗 and the lncRNA-to-lncRNA fraction 𝑆𝑖 were used to take the mean value as the 

calculated protein-to-lncRNA fraction S, calculated as follows: 

𝑆 =
𝑆𝑖+𝑆𝑗

2
           (17) 

III. RESULTS 

3.1 Performance Evaluation 

To evaluate the performance of the GILPI model, we use five-fold cross-validation to rank the test samples and candidate 

samples on each of the five datasets, calculate the AUC and AUPR, and repeat the experiment 10 times. First, inside the LPI 

matrix, which contains known association part 1 and unknown association part 0, the known association part is randomly 

disrupted and then divided into 5 parts, where the number of data in the last part is slightly less than that in the remaining 4 

parts, and the data between every two parts are not repeated. Then 1 part is selected as the test set, and the remaining 4 parts 

are used as the training set, and so on, until each part of the data is used as the test set and the training set. Similarly, we take 

the unknown lncRNA-protein as a candidate sample, and then calculate the scores of the test sample and the candidate sample. 

We compare the score of each test sample with the score of the candidate sample in turn. The prediction is considered successful 

only when the rank of the test sample exceeds a given threshold. 

The AUC values were then calculated by calculating the true positive rate TPR (sensitivity) and false positive rate FPR 

(specificity) for different thresholds, where sensitivity refers to the percentage of test samples above a given threshold that are 

positive cases and specificity refers to the percentage of pseudo-cases of lncRNA-protein associations that are below a given 

threshold. AUC=1 indicates that the model correctly predicted all test samples. AUC=0.5 indicates that the model is randomly 

predicted. AUPR refers to the area enclosed by the precision and recall versus PR curves. In these two metrics, the higher the 

value, the better the performance of the GILPI model, and the average value is taken as the final evaluation criterion after 

repeating the experiments for 10 times. The values of AUC and AUPR calculated by repeating the experiments 10 times for 

the GILPI model are shown in Table 2: 

TABLE 2 

AUC AND AUPR VALUES CORRESPONDING TO THE 5 DATA SETS 

Dataset AUC AUPR 

Data1 0.9477 0.9349 

Data2 0.9496 0.9305 

Data3 0.8986 0.8867 

Data4 0.9706 0.8205 

Data5 0.9757 0.9715 

Ave. 0.9484 0.9088 
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As can be seen from Table 2, except for dataset 3, the AUC values of the rest of the data are all above 0.9, and dataset 5 is as 

high as 0.9757. Not only that, the AUPR values are also very good, except for datasets 3 and 4, which are all above 0.9, and 

dataset 5 is as high as 0.9715. On the whole, dataset 5 has the highest AUC and AUPR values of all datasets, and dataset 3 has 

the lowest AUC and AUPR values among all datasets. of all the datasets, and dataset 3 has the lowest AUC and AUPR values 

among all the datasets. Overall, the AUC and AUPR values of the five datasets perform very well, indicating that the GILPI 

model has good prediction performance. 

Further, we compare the model proposed in this paper with five advanced LPI prediction models. These five models are LPI-

deepGBDT [22], LPI-DLDN [23], LPI-EnANNDeep [24], LPI-EnEDT [25], and LPI-HyADBS [26], in order to measure the 

classification ability of the GILPI model. Their comparison results are shown in Table 3 below: 

TABLE 3 

COMPARISON OF AUC VALUES FOR THE 6 MODELS 

Dataset GILPI LPI-deepGBDT LPI-DLDN LPI-EnANNDeep LPI-EnEDT LPI-HyADBS 

data1 0.9477 0.9354 0.9404 0.9473 0.9297 0.9488 

data2 0.9496 0.9423 0.9447 0.9556 0.9474 0.9583 

data3 0.8986 0.8526 0.8301 0.8597 0.8235 0.8593 

data4 0.9706 0.8542 0.9099 0.8648 0.8866 0.9162 

data5 0.9757 0.9523 0.9302 0.9557 0.9458 0.9672 

Ave. 0.9484 0.9074 0.9111 0.9166 0.9066 0.93 

 

In Table 3, the GILPI model is the model proposed in this paper, and the black bolded ones are the highest values in each 

dataset. From the table, it can be seen that the GILPI model has the highest average AUC value of 0.9484, which was higher 

than LPI-deepGBDT, LPI-DLDN, LPI-EnANNDeep, LPI-EnEDT, and LPI-HyADBS by 4.51%, 4.09%, 3.46%, 4.61%, and 

1.98%, respectively. The AUCs of the GILPI model are the highest in Data 3 through Data 5, with an AUC value of 0.9757 in 

Data 5. In Data 1 through Data 2, the AUCs of the GILPI model are slightly lower compared to the other models at 0.9477 and 

0.9496, which are only 0.11% and 0.92% lower than the highest at 0.9488 and 0.9583, but most of them are higher than the 

other models. 

TABLE 4 

COMPARISON OF AUPR VALUES FOR THE 6 MODELS 

Dataset GILPI LPI-deepGBDT LPI-DLDN LPI-EnANNDeep LPI-EnEDT LPI-HyADBS 

data1 0.9349 0.9043 0.9282 0.9283 0.9001 0.93 

data2 0.9305 0.9242 0.9292 0.9408 0.9262 0.9423 

data3 0.8867 0.8016 0.8099 0.8356 0.8005 0.8354 

data4 0.8205 0.8488 0.9001 0.8683 0.8767 0.9098 

data5 0.9715 0.9457 0.9246 0.954 0.9374 0.9653 

Ave. 0.9088 0.8849 0.8984 0.9054 0.8882 0.9166 

 

As can be seen from Table 4, the AUPR values of the GILPI model are the highest in datasets 1, 3, and 5, which are 0.9349, 

0.8867, and 0.9715, respectively. with a high of 0.9715 for dataset 5, which is higher than the AUPR values of LPI-deepGBDT, 

LPI-DLDN, LPI-EnANNDeep, LPI-EnEDT, and LPI- HyADBS by 2.72%, 5.07%, 1.83%, 3.64%, and 0.64%. In Data 2 and 

Data 4, the AUPR of the GILPI model is slightly lower 0.9305 and 0.8205. In Data 2, it is only 1.27% lower than the highest 

0.9423, but all of them are higher than the LPI-deepGBDT , LPI-DLDN, and LPI-EnEDT models. In Data 5, it is only 2% 

lower than the highest 0.9653, but all higher than the LPI-deepGBDT, LPI-DLDN, and LPI-EnEDT models. 

The five LPI prediction methods, LPI-deepGBDT, LPI-DLDN, LPI-EnANNDeep, LPI-EnEDT, and LPI-HyADBS, are the 

most advanced and classical prediction models, however, the GILPI model proposed in this paper is far better than these five 

models. The comparative results show that the GILPI model has a powerful classification performance and is capable of mining 

the potential interactions between lncRNAs and proteins. 
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3.2 Case Studies 

3.2.1 Discovery of proteins that interact with novel lncRNAs: 

lncRNAs are a class of long chain RNA molecules that do not code for proteins, and he plays an important role in a variety of 

biological processes such as gene expression regulation and cell differentiation. In this paper, three lncRNAs, 

NONHSAT021830, n385685, and NONHSAT098243, which interact with 15, 16, and 19 proteins, respectively, were selected 

from the human dataset. In order to find out the proteins interacting with these three lncRNAs, the interaction information 

between the proteins associated with these three lncRNAs is masked out and these three lncRNAs are taken as the new lncRNAs 

in the neighboring matrix Y. Then the potential proteins are found with the GILPI modeling algorithm proposed in this paper, 

and the top 5 proteins predicted are shown in Table 5 below. It can be found that a total of 6 proteins were confirmed in the 

three datasets. Among them, in Data 1, Data 2 and Data 3, NONHSAT021830 with Q9H9S0, n385685 with Q07955, and 

NONHSAT098243 with P25490 were not confirmed, but they were ranked first, indicating that these three pairs of lncRNAs 

and proteins are likely to be associated with one another, but this is only a speculation, which needs to be further biological 

experiments to prove it. In summary, these results reconfirm the classification performance of GILPI. Therefore, GILPI is 

suitable for predicting proteins interacting with novel lncRNAs. 

TABLE 5 

PROTEINS INTERACTING WITH NEW LNCRNAS 

Dataset lncRNA Protein Confirmed  GILPI 

Data1 NONHSAT021830 

Q9H9S0 No 1 

P48431 No 2 

Q12968 No 3 

Q5S007 No 4 

Q8NDV7 Yes 5 

Data2 n385685 

Q07955 No 1 

Q9UKV8 Yes 2 

Q9UPQ9 Yes 3 

Q9HCJ0 Yes 4 

Q8NDV7 Yes 5 

Data3 NONHSAT098243 

P25490 No 1 

Q13285 No 2 

P60484 No 3 

Q96PU8 Yes 4 

O43251 No 5 

 

3.2.2 Discovery of lncRNAs that interact with novel proteins: 

Proteins are extremely important macromolecules in living organisms, which play key roles in physiological activities such as 

signaling, immune defense, cell growth and differentiation. In this paper, three proteins, O00425, Q9Y6M1 and O00425, were 

selected from three human datasets, which interacted with 443, 342, and 463 lncRNAs in dataset 1, dataset 2, and dataset 3, 

respectively. In order to find out the lncRNAs interacting with these 3 proteins, all the interaction information between the 

lncRNAs associated with these 3 proteins are masked out in the neighbor-joining matrix Y, and these 3 proteins are treated as 

new proteins to discover the potential lncRNAs with the GILPI modeling algorithm proposed in this paper. the top 5 predicted 

lncRNAs are shown in Table 6 below. It can be found that most of the lncRNAs were confirmed in the 3 datasets. 

In dataset 1, O00425 was not confirmed with NONHSAT112460, but its ranking was 1st, indicating that O00425 and 

NONHSAT112460 are greatly likely to interact, but further biological proof is needed. Overall, GILPI can be used for LPI 

prediction of new proteins. 
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TABLE 6 

lncRNAs THAT INTERACT WITH NOVEL PROTEINS 

Dataset Protein lncRNA Confirmed GILPI 

Data1 O00425 

NONHSAT112460 No 1 

NONHSAT008249 No 2 

NONHSAT052575 No 3 

NONHSAT112472 No 4 

NONHSAT066972 Yes 5 

Data2 Q9Y6M1 

n338605 Yes 1 

n377669 Yes 2 

n345648 Yes 3 

n381041 Yes 4 

n342241 Yes 5 

Data3 O00425 

NONHSAT016408 Yes 1 

NONHSAT093392 No 2 

NONHSAT124481 Yes 3 

NONHSAT041141 Yes 4 

NONHSAT025390 Yes 5 

 

3.2.3 Finding new LPIs based on known LPIs: 

Immediately after that, based on the known LPIs, we use the model GILPI proposed in this paper to discover new LPIs. the 

top 50 lncRNA-protein pairs with the highest scores on the five datasets are filtered as shown below, where the circle represents 

the lncRNA, the hexagon represents the protein, the ones with known associations are connected by a solid line, the ones with 

unknown associations are connected by a dashed line, and the ones connected by a light blue color with a light green color are 

with known associations, and yellow and light green are connected with unknown associations, and these top 50 contain 

lncRNA-protein pairs with known associations and unknown associations. 

 

FIGURE 4: Top 50 lncRNA-protein pairs with the highest scores in Data 1 

In Data 1, there are a total of 55,165 lncRNA-protein pairs. In the calculated top 50, there are a total of 4 lncRNA-protein pairs 

with known associations and 46 pairs with unknown associations, e.g., NONHSAT113149 is associated with Q15717 and 

NONHSAT137541 is associated with P61964 with unknown associations, but these two lncRNA-protein pairs are ranked as 
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the 2nd and 3rd out of 55165 pairs, so there is a high probability that they are interacting, but this needs to be proved by further 

biological experiments. 

In Data 2, there are a total of 74,340 lncRNA-protein pairs, and there are 44 pairs of unknown associations in the top 50 

calculated as n385685 with O14746, n385685 with O95793, etc., but they are all ranked very high, and even the 2 pairs of 

unknown associations, n385685 with O14746 and n385685 with O95793, ranked 1st and 3rd, respectively, inside the 74340 

pairs ranked 1st and 3rd respectively, so there is a great possibility that these 2 pairs of lncRNAs and proteins are interacting. 

In the 6 known association pairs, their rankings are 2, 14, 18, 29, 45, 46 respectively. 

 

FIGURE 5: Top 50 lncRNA-protein pairs with the highest scores in Data 2 

In Data 3, there are a total of 26,730 pairs of lncRNAs and proteins, with 4 pairs of known associations and 46 pairs of unknown 

associations in the top 50 calculated. Although the number of unknown associations is high, they are all ranked highly. For 

example, NONHSAT121765 with P60484 and NONHSAT121765 with O43251 are ranked 1st and 4th, respectively, for these 

unknown associations, and there may be interactions between them, but this is only a guess, and further experiments are needed 

to prove it. 

 

FIGURE 6: Top 50 lncRNA-protein pairs with the highest scores in Data 3 
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In Data 4, there are a total of 3,815 lncRNA-protein pairs, and among the top 50 calculated pairs, there are 30 pairs with known 

associations and 20 pairs with unknown associations, for example, the 3 unknown associations of AthlncRNA229 with 

15229884, AthlncRNA227 with 79326195, and AthlncRNA302 with 18423684 , ranked 8th, 11th and 15th inside all 3815 

lncRNA-protein pairs, suggesting that there may be interactions between these lncRNA-protein pairs. 

 

FIGURE 7: Top 50 lncRNA-protein pairs with the highest scores in Data 4 

In dataset 5, there are a total of 22,133 pairs of lncRNAs with proteins, which is the most in the five datasets. In the top 50 

calculated pairs, there are 24 pairs with known associations and 26 pairs with unknown associations. The known associations 

are basically ranked at the top of the 50 pairs, and the unknown associations are ranked a little bit later. However, the ranking 

of unknown associations is also very good in all the 22,133 pairs. For example, ZmalncRNA1062 with B4FLX0 and 

ZmalncRNA1263 with C0PF88 ranked 9th and 15th respectively, so these two pairs and other unknown associations of 

lncRNAs and proteins in the 50 pairs, they may interact with each other. 

 

FIGURE 8: Top 50 lncRNA-protein pairs with the highest scores in Data 5 

IV. DISCUSSION 

Characterization of lncRNA-protein interaction relationships helps to discover the function and mechanism of action of 

lncRNAs. In this paper, we developed a prediction model GILPI incorporating Pearson similarity, Jaccard similarity to classify 

lncRNA-protein interaction relationships. The experiment was repeated 10 times to train the model using five-fold cross-
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validation and compared with other state-of-the-art LPI prediction models. The experimental results show that the GILPI 

prediction model proposed in this paper is able to classify lncRNA-protein interaction relationships more accurately and can 

be used to discover new LPIs. 

Under the five-fold cross-validation, most of the performances of the five prediction models, LPI-deepGBDT, LPI-DLDN, 

LPI-EnANNDeep, LPI-EnEDT, and LPI-HyADBS, are much lower than that of the GILPI model proposed in this paper. For 

training, among the five data, after randomly disrupting the known associations, 80% is selected as the training set, 20% as the 

test set, and the remaining unknown associations as the candidate samples, and then the test set and the candidate samples are 

scored and ranked. In addition, it is further shown in the case study that the GILPI prediction model proposed in this paper can 

mine useful information for new lncRNAs or new proteins. 

The GILPI prediction model proposed in this paper demonstrates a powerful LPI classification capability. It incorporates 

Pearson similarity and Jaccard similarity to fully mine the complex biological information between lncRNA-protein, and then 

utilizes the characteristics of Graphlet interaction direct connection and indirect connection on lncRNA-protein network to 

deeply mine the hidden features between lncRNA and protein. It greatly enriches the features when the model is trained, and 

makes the prediction performance of the model more accurate and powerful. Although the GILPI model can accurately identify 

new LPIs, it also has the following problems: one is that the network-based method has a defect that it cannot predict separate 

lncRNAs and proteins, so the GILPI model proposed in this paper can not predict single lncRNAs and proteins. Second, the 

Graphlet interactions used in this paper have the number of nodes within 4 nodes, so the information beyond 4 nodes is ignored, 

resulting in insufficiently rich training features obtained. Third, the time complexity of this model is high. It takes a long time 

for the model to run once, and repeating the experiment 10 times in this paper takes a lot of time. 

V. CONCLUSIONS 

lncRNAs play a crucial role in many biological activities, such as gene transcription, translation and other processes. Not only 

that, lncRNAs also affect numerous diseases, so recognizing the lncRNA and protein interaction relationship can be a good 

grasp of the biological function of lncRNAs, which is important for the treatment of disease therapy, diagnosis and so on. 

First, five datasets were collected; second, features of lncRNAs and proteins were extracted from the sequence data using 

pyfeat and BioTriangle, respectively. Third, these features were analyzed by Pearson's correlation coefficient to calculate the 

similarity between lncRNAs and the similarity between proteins. Fourth, the Jaccard similarity between lncRNAs and proteins 

was calculated based on the LPI network, and then the corresponding Pearson similarity and Jaccard similarity were averaged 

to construct the lncRNA-lncRNA similarity network and protein-protein similarity network. The experiment was repeated 10 

times, and GILPI was compared with five state-of-the-art LPI prediction methods, namely, LPI-deepGBDT, LPI-DLDN, LPI-

EnANNDeep, LPI-EnEDT, and LPI-HyADBS, and the results showed that the GILPI prediction model had a strong LPI 

classification performance.The GILPI prediction model in the case study also achieved good results. 

In future studies, we will first integrate various lncRNA and protein related datasets from different data sources. Secondly, 

mining the secondary and tertiary structures of proteins fused into lncRNA-protein pairs makes it possible to predict the 

relationship between a single lncRNA-protein pair. Then secondly, other nodes than the four nodes are considered in Graphlet 

interactions to make the acquired features more complete and rich. Finally, the computational efficiency is optimized by 

utilizing high-performance computing resources such as GPU acceleration and distributed computing to reduce the time of a 

single run, developing more efficient algorithms to handle large-scale datasets with less computational redundancy, and 

optimizing and automating the tuning of the model parameters to reduce the time needed to manually adjust the parameters. 
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