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Abstract— Practice, on the whole, makes extensive use of the vast range of assumptions and conjectures in regards to the 

type of frequency distribution in statistical samples, the deviations from which would significantly affect the qualities of the 

model and the estimation accuracy of its parameters. Regrettably, a reliable and clearly defined criterion as to their 

permissibility is completely absent.  

For instance the  fish stock assessment procedure is initially based on assumption that the frequencies in the length-

frequency samples used for estimation of growth parameters of fish and analysis of the stock status are normally distributed 

or follow approximately the normal distribution [15,17]. 

The purpose of the present study is to construct an algorithm for identification of the statistical distribution of a random 

variable focusing on the proper selection of the number of histogram bins and further assessment of its impact on the 

stochastic models delivered. To that effect, appropriate simulation studies have been carried out to compensate for the lack 

of any concrete evidence related to the potential impact of the number of bins in the histogram and the overall data accuracy 

on the results of the application of the statistical criterion for the verification of the law of distribution. Applied has been the 

direct statistical method for determining the law of the distribution - chi-square criteria along with some indirect methods. 

Provided for the simulation studies were machine-generated data sets and the relevant simulations were held in MATLAB 

programming environment. 

Keywords— histogram bins, length-frequency samples, normal distribution, stochastic modeling, stock assessment. 

I. INTRODUCTION 

Exploring the law of random variable distribution is the first fundamental step in a researcher’s journey into the possibility 

for obtaining specific targeted information about the object of their study. Analyzing experimental data and displaying it 

graphically in a histogram offers the scientist a better insight into the intricate pattern of statistical regularity, which, in turn, 

will help them draw the relevant inferences about the events and processes under study. Undoubtedly, the information thus 

obtained is often insufficient and requires further refinement through the use of more scientifically-based methods of 

knowledge acquisition and attainment of improved objectivity and decision quality.  

Indeed, thorough awareness of the distribution law, along with its underlying parameters, opens up the possibility for the 

parameters of the object under exploration to be modeled with sufficient accuracy, and to be validated as unbiased estimates 

of the general population (herein, class biological objects) with sufficient accuracy and thus, provides an effective means of 

solving various prediction problems. 

In probability theory and mathematical statistics, the normal distribution, or the Gaussian distribution is continuous and gives 

a good approximate description of the samples, with the data values being tightly grouped round the mean, and distributed 

symmetrically to form a bell-shaped density curve.  

It is widely applicable for mathematical descriptions of real-world phenomena and processes as well. This is ascribed to the 

validity of the central limit theorem that the sum of a large number of independent random variables with arbitrary laws of 

distribution is considered as such with a normal distribution of the variables.  

The density function of the normal distribution has the form: 

𝑓 𝑥; 𝑚, σ =
1

𝜎 2𝜋
exp  −

 𝑥−𝑚 2

2𝜎2            (1) 
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where, the mathematical expectation 𝑚 and the standard deviation 𝜎 are the distribution parameters characterizing: the 

distribution center and its scale, and 𝜎2 the variance around the mean 𝑚: 

𝑚 =  𝑥. 𝑓 𝑥 𝑑𝑥
∞

−∞
          (2) 

𝜎2 =   𝑥 − 𝑚 2 . 𝑓(𝑥)
∞

−∞
          (3) 

Here−∞ < 𝑥 >  ∞,−∞ < 𝑚 >  ∞, σ > 0. 

.....The unbiased and significant estimates of the mathematical expectation and variance, upon the splitting of sample into 

“𝑘” bin intervals are: 

𝑥 =  
1

𝑛
 𝑥𝑖

∗𝑛𝑖
𝑘
𝑖=1 =  𝑥𝑖

∗. 𝑃𝑖
𝑘
𝑖=1 , where: 𝑃𝑖 =

𝑛𝑖

𝑛
       (4) 

𝑆2 =
1

𝑛−1
 𝑛𝑖 .(𝑥𝑖

∗ − 𝑥 )2𝑘
𝑖=1 =

𝑛

𝑛−1
 (𝑥𝑖

∗ − 𝑥 )2. 𝑃𝑖
𝑘
𝑖=1        (5) 

Here 𝑥𝑖
∗ is the middle of “i-th” interval, and 𝑛𝑖  is the number of data occurrences (observed frequencies) within that interval. 

Asymmetry (skewness) and excess play an important role in the normal distribution. Their values characterize the deviation 

of a particular distribution from the norm. Their estimates of the finite number of values of random variables are: 

𝑚3 =  (𝑥𝑖
∗ − 𝑥 )3/𝑛𝑘

𝑖=1           (6) 

𝑚4 =  (𝑥𝑖
∗ − 𝑥 )4/𝑛𝑘

𝑖=1 − 3         (7) 

The asymmetry for a symmetric distribution is zero. Conditional upon the sign of asymmetry, the distribution can be left-

skewed with (negative) asymmetry with the tail to the left of the centre of the grouped frequency distribution, or right-

skewed, i. e. with positive asymmetry. 

II. DETERMINING THE LAW OF RANDOM VARIABLE DISTRIBUTION ON THE BASIS OF STATISTICAL 

ANALYSIS OF EXPERIMENTAL DATA 

The most common type of problem is when they obtained experimental data is used to determine the statistical parameters, 

such as point estimates of the distribution, with the law of distribution not having been completely settled.  

Formulated, on this basis, is the following general algorithm with the subsequent estimates of the specific distribution 

parameters (all the observations have been made by assumed normal distribution of the data in the statistical inferences of 

experimental sampling): 

Step 1. The sample is split into 𝑘 bin intervals; 

Step 2. The indirect criteria are determined–moments of the distribution, the mode, the median, the mathematical expectation 

and the number of occurrences within the intervals: 𝑀 ± 𝜎 − 68,25%; 𝑀 ± 2𝜎 − 95.45%;𝑀 ± 3𝜎 − 99,75%. The proper 

selection of the model for describing empirical data is not determined unilaterally through the above-defined indicators and 

does not guarantee its adequacy. Statistical methods are required to assess the adequacy of the selected model. 

Step 3. Formulating the null hypothesis at level of significance 𝛼and probability 𝑝 allows for the empirical distribution to 

approximate the selected theoretical distribution. Applying statistical methods to verify the consistency of the empirical 

distribution with a given theoretical distribution–whereupon, the research practice encourages the extensive use of normality 

tests: the Pearson’s criterion 𝜒2 (chi-square), Kolmogorov-Smirnov test, Fisher exact test and etc.   

MATLAB with its highly advanced problem-solving tools and capabilities is, indisputably, the most productive 

programming environment. In cases where certain physical, even biological, processes require further elucidation, additional 

simulation methods are there to bring more accuracy and efficiency.  

Addressed, in light of the discussion so far, are the following issues and tasks related to the analysis and determination of the 

law of distribution of statistical and experimental samples (growth-frequency, weight characteristics or experimental samples 

for determining the indices of abundance /biomass of renewable marine living resources): 

1) The study of the above described biological objects (BO) should meet the requirement for consistency of data in the 

experimental and statistical samples with the normal distribution; 
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2) Determining the law of distribution of random variables, which may refer to the growth (length or weight) 

characteristics of the surveyed BO, creates two problems associated with data collection and processing: the selection of 

data splitting bin intervals for the construction of the histogram and the impact of the data accuracy on the derivation of 

theoretical distribution. The right selection of the number of bins should be considered carefully when applying this 

criterion since it directly affects the respective number of the degrees of freedom. The larger the number, the more 

reliable the criterion is in recognizing the correct distribution to the given data.  

3) The insufficient information as regards the issues stated above calls for their further elucidation and detailed exploration 

through the use of simulation modelling. 

4) Deriving universal algorithm for research studies into the law of distribution of a random variable and its successful 

adaptation and application to the actual experimental and statistical data obtained from technical, natural and human 

systems. 

III. SIMULATION STUDY OF THE EFFECT OF THE ACCURACY OF THE EXPERIMENTAL DATA AND THE 

NUMBER OF HISTOGRAM BIN INTERVALS ON THE PATTERN OF STATISTICAL DISTRIBUTION 

The density function of the empirical distribution provides a complete description of the particular characteristic features of a 

given random variable. The algorithm, adopted to help determine the law of the empirical distribution according to the 

experimental data, is as follows: 

1) Collection of information about the examined random variable through appropriate observations or experiments. As a 

result, the statistical sequence 𝑥1 , 𝑥2, 𝑥3 …𝑥𝑛  is registered and 𝑥𝑚𝑖𝑛  and 𝑥𝑚𝑎𝑥   are there upon computed; 

2) The range of  𝑥𝑚𝑖𝑛  - 𝑥𝑚𝑎𝑥  is split into k intervals; 

3) Identified are the observed frequencies within every interval 𝑛𝑖 ; 

4) Determined are the probabilities (empirical) for every interval: 𝑝𝑖 =
𝑛𝑖

𝑛
; 

5) A histogram is under construction, which is a corresponding approximation to the density function of the random 

variable distribution; 

6) The resultant histogram is compared to the theoretical distributions and the most appropriate pattern is selected for the 

purposes of obtaining data approximation with sufficient accuracy; 

7) The distribution parameters have been established; 

8) The selected law is put to the test to validate the extent to which its underlying parameters are consistent with the 

relevant experimental data. 

The algorithm, thus outlined, makes no reference as to the selected number of intervals 𝑘 to split the volume of the sample. 

As specified in [7,8,10,13], the number of the groups 𝑘 varies from 5 to 20, being contingent upon the amount of data, and 

when conducting hypothesis testing as to the criterion 𝜒2, the theoretical frequency 𝑛𝑖_𝑡  in each group (interval) should be 

> 5. Serious disruption or failure to comply with this condition is likely to result in intervals being integrated or joined 

together.  

In line with [3], what is normally selected is 𝑘 = 7 − 20 intervals. The width (size) of the group intervals shapes or 

presupposes the type of the respective histogram. With smaller intervals there are few possibilities of occurrences in them 

and the subsequent histogram is then a poor “transmitter” of the distinctive characteristic features of the surveyed 

distribution. Similarly, the larger the intervals, the more distorted is the conjecture of the specific properties of examined 

distribution. 

As stated in [4] a normal approximation which will be sufficiently accurate in practice implies that all the frequencies 

observed in all of the intervals are 𝑛. 𝑝𝑖 ≥ 10, and if not, recommended is consolidation of neighboring groups, so that the 

condition is fulfilled. With a large number of observations within the range of 200-300 or more, 𝑘 = 10 − 20. Frequently, 

with an assumed normal distribution, 𝑘 = 12. With a larger number of intervals, the pattern of distribution gets distorted and 

results in random zigzag motion following the specific changes in the frequency. With a smaller number of intervals, the 

characteristic features of the distribution are also modified. 
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In keeping with [6,8], the number of the intervals can be specified in terms of the semi-empirical formula 𝑘 ≈ 1 + 3.22 ∗

log10(𝑛).  

Equally applicable as well are other formulas for calculating the number of intervals: 

 𝑘 =   
𝑥𝑚𝑎𝑥 −𝑥𝑚𝑖𝑛


   such as that of Venables and Ripley, where:  - is a pre-selected value for the width of  the interval; 

 𝑘 =  𝑛, where: n is the number of observations (the size of the sample), integrated in the statistical analysis functions 

in Excel (univariate:histograms) and other specialized programs; 

 Sturgis’ formula: 𝑘 =   𝑙𝑜𝑔2𝑛 + 1   – not recommended for 𝑛 < 30, as the number of intervals will be too small to 

realistically reflect the actual pattern of distribution and is considered therefore inappropriate for distributions other than 

normal [9,16]; 

 The Rice rule [11]: 𝑘 =   2𝑛
1

3  ; 

 Doane’s formula – modification of the Sturgis’ formula proposed by Doane to improve the results in the study of data 

that do not follow a normal distribution [5]: 

𝑘 = 1 + 𝑙𝑜𝑔2 𝑛 + 𝑙𝑜𝑔2(1 +
 𝑔1 

𝜎𝑔1

), where: 𝑔1the calculated value for the third moment of distribution 𝑚3 – or the 

asymmetry а:𝜎𝑔1= 
6(𝑛−2)

 𝑛+1 (𝑛+3)
; 

 Scott’s normal reference rule for determining the optimal bin interval width:  =
3.5𝜎 

𝑛
1
3

, where: 𝜎 is the standard deviation 

of the sample. The Scott’s rule is optimal in reference to random normally distributed samples in the sense of 

minimizing mean integrated square error of the distribution density estimates (empirical and theoretical) [12]; 

 Friedman-Diaconis’ rule to determine the width of the interval:  = 2
𝐼𝑄𝑅(𝑥)

𝑛1/3 , where:  𝐼𝑄𝑅(𝑥)is the interquartile range 

(or the distance between the third and the first quartile of the distribution) [6].  

The development of computer technologies creates ample opportunities for the research studies to be undertaken in simulated 

environment which, in turn, allows for further complementation and concretization and, to a certain extent, customization of 

the recommendations in relation to the analysis and validation of the assumptions that the data follows a normal distribution 

in the relevant statistical (experimental) samples. 

IV. IDENTIFICATION OF THE LAW OF DISTRIBUTION 

The law of distribution plays a crucial role in the quality of the estimates for the process and object parameters. There is no 

data in the literature as to the impact of the random errors accompanying distributed data sets that help assess the quality of 

the applied criteria for testing normal distribution hypotheses. It is also evident from the previous paragraph that there is a 

lack of uniformity in the process of selection of the sample splitting bin intervals in the construction of the empirical 

distribution. This necessitates additional targeted research in this direction. 

The present and the following paragraphs deal with the issue of the most effective method for verifying the consistency of 

the experimental data with a selected theoretical distribution (normal distribution) in the presence of poor data quality (added 

error of measurement), as well as the effect of the selected number of bin intervals.  

The research will focus on the law of normal distribution, since the analysis of the growth-frequency samples and the 

subsequent estimation of the BO’s growth parameters rely on its assumed validity. 

According to literature data, there exist two types of criteria for testing the validity of the normal distribution: direct and 

indirect. 

The indirect methods for determining the parameters of the stochastic distribution are reduced to the analysis of: mode, 

median, mathematical expectation (mean) – and when the data follows a normal distribution, the values for the three 

mathematical characteristics of the distribution are the same, deviations of asymmetry and excess from the standard type of 

distribution, range of distribution and the number of occurrences within the intervals:𝑀 ± 𝜎 − 68,25%; 𝑀 ± 2𝜎 −

95.45%;𝑀 ± 3𝜎 − 99,75%.  
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Among the direct methods for determining the law of distribution (criteria), a well–established criterion with practically 

proven performance characteristics is the 𝜒2 (chi-square) criterion, which is highly efficient for samples with volume values 

𝑛 ≥ 100 [3,4,7,13,14,19]. 

If the observation frequency that has been determined experimentally by data analysis techniques does not differ significantly 

from the frequency predicted by the selected theoretical law, then, it may be selected as a mathematical model describing the 

distribution of the random variable.  

A parameter that facilitates the estimation of difference between the observed and expected (theoretical) frequencies (or the 

deviation of the observed distribution from the theoretical one) is the variable 𝜒2[3,4,7,13,14,19]. In mathematics, it is 

generally known as chi-square criterion for testing statistical hypotheses. By definition, 𝜒2 =  
(𝑛𝑖−𝑛𝑖_𝑡)2

𝑛𝑖_𝑡

𝑘
𝑖=1  , where: 𝑛𝑖_𝑡– is 

the theoretical number of occurrences, in accordance with the selected theoretical law of assumed distribution. For practical 

implementation of the criterion, raised is a null hypothesis 𝐻0, (at level of significance 𝛼, probability 𝑝 and degrees of 

freedom 𝜈 = 𝑛 − 𝑙 − 1, where 𝑙 is the number of parameters of the law of distribution) which is to certify that the difference 

between the empirical and theoretical distributions, with the pertinent parameters, is insignificant. If the hypothesis testing 

validates that the calculated value 𝜒2 is less than the critical tabular value 𝜒𝑐𝑟
2 , then, 𝐻0 shall be accepted. 

The proposed research applies the method of simulation and explores lenght-frequency samples obtained from scientific 

experiments. Conducted in MATLAB programming environment have been simulation studies for 2 biological objects (BO): 

BO1 (length of sprat) and similarly for BO2 (anchovy), with 𝑘 = 𝑣𝑎𝑟 and different accuracy of the data, reflecting the 

inaccurate measurements of the growth parameters or the variability in the natural environment of the surveyed BOs.    

Presumably, these effects exert a profound influence on the accuracy of the results when determining the law of BOs 

parameters distribution. The parameters of the simulation models are close to those of the experimental measurements of 

randomly selected samples from commercial catches and are:  

a) BO1 – for length: 𝑀 = 9.3 𝑐𝑚; 𝑆 = 0.8 𝑐𝑚; sample size: 𝑛 = 1000 individuals; 

b) BO2 - for length; 𝑀 = 12.3 𝑐𝑚; 𝑆 = 1.15 𝑐𝑚; sample size: 𝑛 = 230 individuals. 

The values for 𝐿𝑠𝑖𝑚 , simulated according to the models described, have been contaminated with normally distributed noise, 

characterized by zero mathematical expectation 𝑀 = 0 and standard deviation𝜎, generated in the MATLAB programming 

environment using the function R = normrnd(mu,sigma), which generates random numbers with a normal distribution with a 

mathematical expectation mu and a standard deviation sigma (which may be vectors, matrices, or multi-dimensional arrays) 

[18]. 

 Determined is the standard deviation of the input data: 𝐿 𝑡 : 𝑆𝐿 = 𝑆𝑡𝑑 𝐿𝑠𝑖𝑚  ; 

 Calculated is the noise-to-signal ratio: 𝑆𝑟𝑒𝑙𝐿 =
𝑆𝑒

𝑆𝐿
100 % . 

MATLAB program has been developed with the purpose of facilitating the implementation of an algorithm for stochastic 

analysis and modeling the data distribution in statistical samples with the appropriate graphic representation of the results. In 

addition, provided is information as to prompt decision-making when the qualities of the model are being verified, by 

applying the chi-square criteria to validate the consistency of the model with the theoretical distribution. Proposed also is 

information about the indirect criteria for assessing the consistency of the empirical and theoretical distribution. Since the 

required arrays are of large dimensions, applied, in statistical processing, is bin interval splitting of the algorithm input data. 

The program was developed under the presumed pursuit for a normal distribution and with the explicit aim of eliminating the 

routine calculations. Created, thus, is an opportunity to explore different numbers of bins and their effect on the stochastic 

model of empirical distribution.  

The results of the program implementation are: the parameters of the distribution and the statistical verification of the law of 

distribution according to the chi-square criteria. Attained is also information about the indirect indicators of the normal 

distribution. 
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V. RESULTS OF SIMULATION STUDIES INTO THE LAW OF FREQUENCY DISTRIBUTION IN THE SIMULATED 

SAMPLES 

5.1 Simulation results of BO1 - length 

The research was conducted under the following initial conditions: 

1) 𝐿𝐵𝑂1
= 𝐿𝑠𝑖𝑚 ; characterized by: 𝑀 = 9.3086 cm, 𝑆𝐿𝑠𝑖𝑚

= 0.8261; 

2) 𝐿𝐵𝑂1е1
= 𝐿𝑠𝑖𝑚 + 𝑒1, the standard deviation of the error being: 𝑆𝑒1

= 0.0457, the noise-to-signal ratio: 

 𝑆𝑟𝑒𝑙𝐿 =  
𝑆𝑒1

𝑆𝐿𝑠𝑖𝑚

 ∗ 100 = 5.5283% or an added measurement error ≈ 5,5%; 

3) 𝐿𝐵𝑂1е2
= 𝐿𝑠𝑖𝑚 + 𝑒2, the standard deviation of the error being 𝑆𝑒2

= 0.0997, the noise-to-signal ratio: 

𝑆𝑟𝑒𝑙𝐿 =  
𝑆𝑒2

𝑆𝐿𝑠𝑖𝑚

 ∗ 100 = 12.0637% or an added measurement error ≈ 12%; 

4) Pearson’s chi-square test has been applied to a level of significance 𝛼. 

The results of the simulation studies and graphic interpretation are given in Appendix1, tables 1-1to 1-3. 

Varying with the number of splitting bin intervals 𝑘(5 − 20) of the array data 𝐿, calculated, through the use of the program, 

are the values of the chi-square criteria 𝜒2 and the indirect methods of validating the law of distribution: the number of 

occurrences in the intervals М±𝑆 ; М±2𝑆;  М±3𝑆 , the asymmetry, the excess of distribution and the number of intervals for 

which 𝑛𝑖_𝑡 < 5. 

Table 1-1 (Appendix 1) presents the results of the simulation study for 𝐿𝐵𝑂1
= 𝐿𝑠𝑖𝑚 . Parameters of distribution are: 𝑀𝑒 =

9.4326; 𝑀𝑜 = 9.3067; 𝑀 = 9.3086, sufficiently close values, which may serve as a basis for the adoption of the normal 

distribution. 

For all the values of 𝑘 from 5 to 20, the chi-square criterion and the indirect criteria recognize the normal distribution as 

valid.  

Table 1-2 (Appendix 1) shows the results of the simulation study for 𝐿𝐵𝑂1е1
= 𝐿𝑠𝑖𝑚 + 𝑒1.Parameters of distribution are: 

𝑀𝑒 = 9.4710; 𝑀𝑜 = 9.3098; 𝑀 = 9.3118, sufficiently close values, which may serve as a basis for formally 

acknowledging the status of the normal distribution. 

For all the values of 𝑘 from 5 to 20, the chi-square criterion and the indirect criteria recognize the normal distribution as 

valid.  

Table 1-3(Appendix 1) displays the results of the simulation study for 𝐿𝐵𝑂1е2
= 𝐿𝑠𝑖𝑚 + 𝑒2. Parameters of distribution are: 

𝑀𝑒 = 9.3623; 𝑀𝑜 = 9.3036; 𝑀 = 9.3026, sufficiently close values, which may serve as a basis for formally 

acknowledging the status of the normal distribution. 

For all the values of 𝑘 from 5 to 20, the chi-square criterion and the indirect criteria recognize the normal distribution as 

valid. 

5.2  Simulation results of BO2 - length 

The research was conducted under the following initial conditions: 

1) 𝐿𝐵𝑂1
= 𝐿𝑠𝑖𝑚 ; characterized by: 𝑀 = 12.3323см, 𝑆𝐿𝑠𝑖𝑚

= 1.1035; 

2) 𝐿𝐵𝑂1е1
= 𝐿𝑠𝑖𝑚 + 𝑒1, the standard deviation of the error being: 𝑆𝑒1

= 0.0596, the noise-to-signal ratio: 

𝑆𝑟𝑒𝑙𝐿 =  
𝑆𝑒1

𝑆𝐿𝑠𝑖𝑚

 ∗ 100 = 5.3988% or an added measurement error ≈ 5.5%; 

3) 𝐿𝐵𝑂1е2
= 𝐿𝑠𝑖𝑚 + 𝑒2, the standard deviation of the error being: 𝑆𝑒 2

= 0.1253, the noise-to-signal ratio: 

𝑆𝑟𝑒𝑙𝐿 =  
𝑆𝑒2

𝑆𝐿𝑠𝑖𝑚

 ∗ 100 = 11.3523% or an added measurement erro r ≈ 11%; 
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4) Pearson’s chi-square test has been applied to a level of significance 𝛼. 

The results of the simulation studies and graphic interpretation are given in Appendix 1, tables 1-4 to 1-6. 

Varying with the number of splitting bin intervals 𝑘(5 − 20) of the array data 𝐿,calculated, through the use of the program, 

are the values of the chi-square criteria 𝜒2 and the indirect methods of validating the law of distribution: the number of 

occurrences in the intervals М±𝑆; М±2𝑆; М±3𝑆, the asymmetry, the excess of distribution and the number of intervals for 

which 𝑛𝑖_𝑡 < 5. 

Table 1-4 (Appendix 1) presents the results of the simulation study for 𝐿𝐵𝑂1
= 𝐿𝑠𝑖𝑚 . Parameters of distribution are: 𝑀𝑒 =

12.6105; 𝑀𝑜 = 12.3313; 𝑀 = 12.3323, sufficiently close values, which may serve as a basis for the adoption (assumption) 

of the normal distribution. 

For all the values of 𝑘 from 5 to 20, the chi-square criterion and the indirect criteria recognize the normal distribution as 

valid.  

Table 1-5 (Appendix 1) displays the results of the simulation study for 𝐿𝐵𝑂1е1
= 𝐿𝑠𝑖𝑚 + 𝑒1.Parameters of distribution are: 

𝑀𝑒 = 12.5559; 𝑀𝑜 = 12.3658; 𝑀 = 12.3655, sufficiently close values, which may serve as a basis for formally 

acknowledging the status of the normal distribution. 

For all the values of𝑘from 5 to 20, the chi-square criterion and the indirect criteria recognize the normal distribution as valid. 

Table 1-6 (Appendix 1) displays the results of the simulation study for 𝐿𝐵𝑂1е2
= 𝐿𝑠𝑖𝑚 + 𝑒2. Parameters of distribution are: 

𝑀𝑒 = 12.5165; 𝑀𝑜 = 12.3371; 𝑀 = 12.3397, sufficiently close values, which may serve as a basis for formally 

acknowledging the status of the normal distribution. 

For all the values of 𝑘 from 5 to 20, the chi-square criterion and the indirect criteria recognize the normal distribution as 

valid. 

VI. RESEARCH INTO THE LAWS OF BO PARAMETER DISTRIBUTION OF REAL DATA 

An experimental approach was adopted for collection of statistical data (total body length measurements of sprat and 

anchovy) to support the stochastic modeling process and distribution analysis. The samples are taken from commercial 

catches (stationary pound nets – with mesh size 7.5 mm). The fish was caught on 1st of May 2017, near Varna, Bulgaria - 

“Trakata” area. The catch composition was presented by two species– Sprat (Sprattus Sprattus) as a targeted catch and 

anchovy (Engraulis Encrasicolus) as a by-catch. The samples processed for further analysis are: n=1000 individuals of sprat 

and 𝑛 = 230 individuals of anchovy. The body length measurements of the samples have been recorded and processed to 

form the input massive for calculations done by the specified in paragraph 4 script developed in MATLAB programming 

environment. The null hypothesis is formed under the above-described conditions, stating that sample data follows the 

normal distribution. Respectively an alternative hypothesis is that the sample data do not follow the normal distribution. 

6.1 Stochastic model of length frequencies in the sample of BO1 

The results of the research study are registered in table 1-7 of Appendix 1. 

The minimum and maximum values for this particular BO are: 𝑥𝑚𝑖𝑛 = 6.3cm, 𝑥𝑚𝑎𝑥 = 13cm; 𝑛 = 1000; 𝑀 = 9.3086 cm; 

𝑆 = 0.8261 cm. 

Application of Pearson’s chi-square test produces positive results when 𝑘 = 6, 8,11,13, i.e. the distribution of the length 

frequencies in the sample of BO1 does not contradict Но for normal distribution. 

The indirect criteria as well as the close values: 𝑀𝑒 = 9.6500cm; 𝑀𝑜 = 9.3217; 𝑀 = 9.3217; also point to this conclusion. 

The model has the following form: 

 𝑓(𝑥; 𝑚,σ) =
1

0.8261 2𝜋
exp[−

 𝐿𝑖−9.3086  2

2∗ 0.6824
] 

Fig. 1 introduces the empirical and theoretical probabilities in intervals, as well as the predicted values of the approximating 

model when 𝑘 = 6,8,11,13. 
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FIGURE 1. Empirical and theoretical probabilities in intervals and predicted values of the approximating 

model when k =6,8,11,13 (length BO1) 

6.2 Stochastic model of linear dimensions (length) of BO2 

The results of the research study are registered in table 2-15 of Appendix 2. 

The minimum and maximum values for the sample are: 𝑥𝑚𝑖𝑛 = 9.00 cm, 𝑥𝑚𝑎𝑥 = 14.50 cm.𝑛 = 230, 𝑀 = 12.0226 cm; 

𝑆 = 1.0197cm. 

Application of Pearson’s chi-square test produces positive results when 𝑘 = 6,8,9,10,12,16, i.e. the distribution of the linear 

dimensions of BO2 does not contradict the raised Но for normal distribution of sample data. 

The indirect criteria as well as the close values: 𝑀𝑒 = 11.75cm; 𝑀𝑜 = 12.0250; 𝑀 = 12.0226; also point to this 

conclusion. 

The model has the following form: 

𝑓(𝑥; 𝑚,σ) =
1

1.0197 2𝜋
exp[−

 𝐿𝑖−12.0226  2

2∗ 1.0398
] 

Fig. 2 introduces the empirical and theoretical probabilities by intervals, as well as the predicted values of the approximating 

model when  𝑘 = 6,8,9,10,12,16. 
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FIGURE 2. Empirical and theoretical probabilities by intervals and predicted values of the approximating 

model when k =6,8,9,10,12,16 (Length BO2) 

VII. CONCLUSION 

Through the adoption of an experimental and statistical approach, a passive experiment was carried out to collect relevant 

information about the growth parameters of BO in the Bulgarian Black Sea coast in the area of “Trakata” in the vicinity of 

the town of Varna. The aim is to determine the law of statistical distribution of the length of the two types of BO. The lack of 

specific information on the impact of the accuracy of the data used on the results of the application of statistical criterion for 

validating the law of distribution has necessitated the completion of additional simulation studies. Accordingly, conducted 

have been further studies to clarify the number of the splitting sample bin intervals with the formation of empirical 

distribution, which directly affects the selection of the theoretical law of distribution. A direct approach is used to determine 

the law of distribution through chi- square criteria in combination with indirect methods. Employed in the simulations were 

computer-generated data with a normal distribution in MATLAB environment function randn. 

The following primary conclusions have been reached:  

1) In the study of the distribution law, combining the direct method (chi-square), the recommendations𝑛𝑖 . 𝑝𝑖 < 5and 

indirect methods improves the quality of the end solution. The considerable computational work while fusing them 

together does not pose a problem with the present-day state-of-the-art computer technology. 

2) The number of bin intervals 𝑘, to which the data necessary for the construction of the histogram is split has a profound 

effect upon the results obtained in the process of determining the law of the random variable distribution. The 

selection of only one specific value of 𝑘 is found to be quite insufficient to bring about a reasonable conclusion. The 

use of computer equipment with appropriate software provides the opportunity for multiple values to be included in 

the study towards a more informed decision.  
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3) The use of k from 5 to 13 is considered sufficient enough to reveal the stochastic regularity. With significant data 

noise-contamination the smaller values of 𝑘 produce reliable results, although the degrees of freedom are on decrease. 

With substantial data noise-contamination, the smaller values of 𝑘 (5,6), the chi- square is able to detect the normal 

distribution in spite of the curtailed degrees of freedom. 

4) With both uncontaminated and contaminated data, the increase of 𝑘, is likely to result in intervals of 𝑛. 𝑝𝑖 < 5. This 

indicator increases with increased number of contamination intervals. The 𝜒2 criterion recognizes the normal 

distribution easily, when there are intervals with 𝑛𝑖 . 𝑝𝑖 < 5, and in both cases, following their integration. 

5) The proposed recommended values for the number of sample splitting intervals is 𝑘 = 5 − 13, with n > 200. Modern 

computer technology makes it possible for the distribution of data to be explored with multiple intervals, rather than 

only one selected value for 𝑘, subsequent to the process of decision-making. The availability of information about the 

level of data contamination is of utmost convenience. 

6) The distribution of BO1 and BO2 lengths is subject to the law of normal distribution. The accuracy of the experimental 

data, of 0.1 cm with which they have been obtained is seen as sufficient.  

7) The obtained models of the laws of probability distribution with the underlying parameters are viewed as adequate can 

be used for solving research and practical tasks as well. 
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